
1\DSTR.I\CT 

Completeness Theorems fbr Special CJ.asres of Trigonometric Polynomials 

by 

Robert P. Feinerman 

In this paper, we consider the completeness of some special 

classes of trigonometric polynomials. These classes are special in 

that some conditions are placed on the ratio of t he coefficient of 

sin nx to the coefficient of cos nx. To compensate for this 

restriction, we have to shorten the i nterval of completeness· and 

restrict the space of functions in which we h~ve completeness . 

The main theorems proven in this paper are: 

1) Let A. be a non-zero real number and let p > l. Then 

(cos nx + A. sin nx}:=l is complete in LP[O,n] iff p ~ -1~1~~-~~~ 
2 arc tan A. 

where f3 = n 

2) Let A. be a real number. Then (cos nx + A. sin nx};=O is 

complete in C[O,n]. 

3) (cos nx + A. sin nx}
00 

1 is complete in L2[o,n] if \A. I > 1. 
n n= n 

4) There exist (A. } such that \A. I < 1 and (cos nx + A. sin nx}
00 

1 n n n n= 

is incomplete in L 2[o·,n]. 

5) (cos nx + A.n sin nx}:=O is complete in C[O,n] if IA.nl < 1. 

6) There exist (A.n} such that IA.n\ >land (cos n:x;. + A.n sin nx}~=O 

is incomplete in C[O,n]. 

7) Let P(z) and Q(z) be algebraic polynomials and let PE(z) 

be the even part of P(z) and P (z) the odd part. Then, if 
0 

PE(z)~(.z) - P
0

(z)Q
0

(z) -/= 0, (P(n)cos nx + Q(n) sin nx}~=O is 

comp+ete in C[-a,a] for all a < n. 



8) If PE(z)Q (z) - P (z)Q (z) = 0, then 
. E o o 

(P(n)cos nx + Q(n) sin nx}:=O is inccnplete in 11[ -e , e] for any e > o. 

inx 9) For each n = 0, 1, 2, ••. let f (x) be either e or 
n 

e-inx Then [fn(x)}:=O is complete inC[~, ¥J . 
) (ei( - 1 )~}oo 2 TT TT J 

10 n=O is incomplete in L [:2 -e, 2 + e for any 

e > 0 . 
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I - INTRODUCTION AND B~CKGROUND 

The cl assic theorem i n trigonometric pol ynomial approximation is 

that of Weier strass: Any continuous funct ion with per iod 2n can be 

uniformly approximated by trigonometr ic polynomial s . Since both the 

trigonometr ic polynomials and the functions have per iod 2n, all that 

we r eally have to consider is approximation on [ -n ,n] . In this paper, 

we will r estr i ct the interval to have l ength l ess than 2n and we will 

see whether, by not demanding appr oximation on as l ar ge an interval, we 

can demand some r estr iction on the form of the trigonometr ic polynomials. 

As an example, in chapter two , we consider t he interval [O,n ] and restrict 

00 

the pol ynomial s to be l inear combinations of (cos n x + X sin nx}n=O wher e 

A. is a fixed r eal number . As mi e;ht be expected, Four "i.er analysi s plays 

a b ig role in some of the proofs . What is surprising , is the gr eat 

amount of complex variables used, especially :rt spaces and gr owth 

theor ems for entir e f unctions. Some of t he other subfie lds of analysis 

used are functiona l analysis and di ffe r ential equations . 

DEFI NITI ON 
00 

A set (v } of vectors in a normed vector space N is said n n~o 

to be complete in N i f any vector X € N can be appr oximated to any 

degr ee of accuracy by linear combinations of the V (where , of course , 
n 

accuracy of appr oximation i s measur ed by the norm of N) . 

One way to prove completeness is to find an appr oximating linear 

combi nation for an a rb i trary vecto r X € N. The next theorem, whi le not 

s iJowlng how the appr oximat i ng linear combination vectors can be chosen, 

prove s the exi stence of such vectors . 

THEOREM l.l : A set of vecto:t·s [Vn 1~=0 in a normed vector space N is 

complete N iff the onl y bounded linear functional L(x) on N for whi ch 

L ( V n) _==__;,O _ __;,n;..._=__;O....o~~,..;;;l;....o,..;;;2;....o,"-'...;'...;'__;i;;.;s;..._t;;.;h.;;.;e;.......;i;..d;.;..e;..n.;;.t.;..;~;;..· c;;..a;.;..l:;..l;;;Jy'--z:;..e;;;.;r;;;.;o.;__l;;;.~:;..· n;.;;.e;;;.;a;;;.r.;__f:;..u.;;.;.n~c ...;.t ;;;.i o.;;...;.;;n.;;.;.a;.;;l. 



Proof: See [ 1 , P.49] . 

I n this paper, t he normed vector spaces we deal with will be 

Banach spaces of functions and because of the Riesz Repr esentation 

Theor em, the bounded lj.near functj onal s have a special form. 

NOTATION: 1) By Lp[a,b ] , where 1 ~ P < m, we mean all measurable 

functions f(x) on [a,b] su~h t hat 

p 
If f(x) e L [a,b] t hen 

by jjfjjp we mean (.Jb jf (x) lp dx) l /P 
a 

m 
2) By L [a ,b ] we mean all bounded measurable functions 

on [a,b ]. We, of course, i dentify functions whj ch ar e equal almost 

everywher e . 

3) By C[ a,b] we mean all cont·i.nuous f unctions on [ a ,b]. 

If f(x) e C [a,b] t hen by llrll we mr>an JEax !f (x) l . 
X€L a,b] 

- .... 
I t is well known [ 5,P .6 ] , t hat LP[ a b], 1 ~ P < m and cla,b ] 

are Banach spaces with t he described norms. 

The Riesz Representati.on Theor em provides a conveni en L means of 

characterizing the bounded l i near functionals on Lp[a,b ] , 1 ~ P < m 

and on C[a , b ]. 

RIESZ REPRESENTATION THEOREM: 
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1) L( f) is a bounded lj near functiona l on C[a,b] iff t her e exists 

a finite measur e dJJ.(x) such that Jbf(x)d~J.(x) = L( f) for all f € C[ a,b ]. 
a 

( I f we are dealing wi t h t he space of functj ons in C[ -n,n] wi t h period 

2n,then d~J.(x) must be per iodic also: i . e . , i f 1-J.(x) has a point mass 

at -n and n these masses must be the same.) 

2 ) Let 1 < P < m, Then L(f) is a bounded linear functional on 

Lp[a,b] iff ther e exi sts a function g(x) s L q[a,b] where~ + ~ = 1, 



such that L( f ) = Jbf(x) g(x) dx for all f € Lp [ a,b] 
a 

3) L(f) 1s a bounded linear func tional on t 1 [ a ,b] i ff there 

exists a funct ion g(x) € Lm [a ,b] such that L( f) =Jbr (x) g(x) dx for 
a 

al l f € L 1 [a , b] . 

Proof: See [5] 

NOTATI ON : If Jbfn (x) g(x)dx = 0 (or Jb fn (x)d~J.(x) = 0) n = 0,1,2, . .. 
a 

then we say that 
a m 

g(x) ( or d!J.(x) ) is or thogonal to { ~ ) n=O on [ a ,b] . 

It is written as g ~ fn (diJ. ~ fn ) n = o,l,2, . .• 

Weierstrass' t heorem can now be stated in two equivalent forms. 

l) {e i n x)m { )m or cos nx , sin nx i s complete among the 
n=~ n = O 

periodic functions inC [ -n,n] . 

2) If ~n einx d!J.(x) = 0 n = 0, ± l, ± 2, 

or f
:rr 

-n 

diJ.(x) 

cos nx diJ.( x) = Jn 
- n 

sin nx d~(x) = 0 for n = 0,1,2, . .. and 

is a periodic measure then d!J.(x) = 0 . 

3 

One of the most useful tools i n analysis i s the following [ 5 ,P . 3] . 

Holder's Inequal i ty: If f € Lp [a,b] & g s Lq [a ,b] l l 
where p +- = l q 

l then f g e L [a, b] and 
l l 

Jb jf(x) g(x) j dx ~ (Jbj f(x) jp dx)p (Jbj g(x)jq dx)q 
a a a 

Letting g(x) = l we get the well-known 

t hen f e L P2 [a,b ], 1 ~ P
2 

< P1 . 

result that i f f € Lpl [a,b] P > 1 
l 

In the completeness theory, ther e is a certain "hierarchy" among 

p 
the various L [a, b] spaces and C [a,b] . 

THEOREM 1 . 2: Let {fn~J:=O be a sequence of continuous functions on [a,b] . 

Then 

If {fn~J:=O is complete in C[a,b], it is complete in 



2) If [fn~J:=o is complete in LP1 [a,b], 

com:Elete in LP2 [a
2
b] 1 s; p2 s; pl 

3) I f (fn{20_}:=0 is incom:Elete in Lp1 [a,b] --------~~--~~~~~----~1--S:~Pl ~ 

_i ....;.t_ i ..;..s _i_n_c;_o_m.._p_l ..;..e_te-.._i_n___;;,;L;_P_2__.._[ a;;.;..J..., b_,]'---~P 1~2 < m and C [a, b] . 

Proof : 1 ) · Assume [rn (x)}:=O is incomplete in LP [a,b] for some P such 

that 1 s: P < m. Then ther e exists a g(x) such that 

Jb rn(x)g(x)dx = 0 n = 0 , 1,2, . .. 
a 

wher e g(x) € Lm [a,b] if P = 1 and g(x) s Lq [a ,b] 

1 1 where - + - = 1 if 1 < P < m. p q 

In either case let ~(x) = g(x) dx. 

Then ~(x) is a finite measure on [a,b] and 

n = 0,1 ,2, . . . 

Since (fn(x)}:=O is complete in C [a,b], d~(x) ; 0 . 

Hence g(x) = 0 a.e . and we have completeness in Lp[ a,b] 1 < P < ro, 

2) Assume (fn(x)}:=O is incomplete in Lp2 [a,b] for some P2 

such that 1 s: P2 < P1 . Then there exists a g(x) such thaL 

Jb fn (x) g(x)dx = 0 n = 0 , 1,2, ... 
a 

CX> 

and g(x) e L [a,b] if P2 = 1 
q2 

or g(x) e L [a,b] 

wher e ~ + ~ = 1 if P2 > 1 
2 q2 

In either case g(x) e Lql [ a,b] 1 
where P 1 

+ - = 1 
1 ql 

pl 
Since (fn(x)}:=O is complete i n L [a,b] and 

since Jb fn(x)g(x) dx = 0 n = 0, 1 , 2 , . . . 
a 

4 

p2 
g(x) = 0 . a . e , · Hence we have completeness i n L [a ,b] for 1 ~ P2 < P1 
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3) This is just the converse of parts 1) and 2) . 

We are now r eady t o prove some of the completeness theor ems which 

A.r e similar to or based on the Wei erstr ass theor em. 

(e inx}oo ( ( }oo ) THEOREM l. 3: _ n= _ ooor cos n x, s in n x n=O is complete in 

p 
L [ -n,n] 

Proof: This i s just a simple corollary to the theor em that the Cesar o 

average of the Fourier series of an Lp [ -n ,n] function, l s P < oo 

conver ges to the funct ion in the Lp [-n,n] norm, (see [5, P.l7]). 

THEOREM l 4 [ i n x}oo . l t . [ J "f 0 • : e nm -CXI lS COmp e e l n C - a,a l Sa< TT. 

Proof: Take any f(x) s C [ - a,a]. Extend f(x) to [ -n ,n] such 

that f(x) is continuous on [ -n,n] and f( -n) = f(n) . Thi s can 

obviously be done . Then, by the Weierstrass theorem, f( x) can be 

uniformly approximated by trigonometr i c polynomials on [ -n,n ] and 

hence surel y on [ - a,a]. 

THEOREM 1.5: (cos n x}~=O is complete in C[O,n]( and hence in 
p 

L [O,n] l s P < oo). 

Proof: Let f(x) be continuous on [O,n]. Extend f(x) evenl y to 

[ -n ,O]. i.e., f( - x) = f(x). Then f(x) i s periodic (since f( -n)=f(n) ) 

and continuous. By the Weierstr ass theor em, gi ven s > 0, there exists 

a l inear combination of cos ines and sines within s of f( x ) on [ -n ,n] . 

i . e., t here exists C(x) and s (x) such that 
N 

for x s [ -n,n] where C( x) =n~O Bu cos n x 

IF( x) C(x) - s(x) l < s 
N 

and S(x) =n~l bn sin n x 

For x s [ -n, O] we can wri te -x where x s [O,n]. Therefore 

lf( - x) - c( - x) - S(-x) l < s for X s [O,n]. However, s ince f(x) and C( x) 

are even while S(x) is odd we have that if(x) - C(x) + S(x)l < s 

for X s [O,n ] . Combining this with l f (x) - C(x) - s(x) l < s 

for x s [O,n] gives us that js (x)l < s for x s [O,n]. Hence , when 



approximating f(x), we can forge t about S(x) and get an arbitrarily 

small error. 

i.e., lf(x) - c(x)l < 2 e. x e [O,n]. 

Since f(x) and e were arbitrary we have complet eness. 

THEOREM 1.6: (cos n x}:=l is incomplete in L+[o,n] (and hence i n 
p 

L [O,n], 1 ~ P < oo and i n C[o,n]) 

Proof: To prove incompleteness in L1[o,n] i t suf fic es to find a 

non-tri vial function f(x) e 1
00 

[O ,n] such that J: cos n x f (x) dx = 0 

n = 1, 2 , ... Let f(x) = 1 and we are done . 
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THEOREM 1.7: (sin n x):=l is 1) complete in Lp[O,n] and 2 ) incomplete 

in C[O,n]. 

Proof: 2) The incomplet eness i n C[O,n] comes f r om t he fact that, sin nx 

vanishes at x = 0 and x = n and any linear comb i nat ion of t hem doe s also. 

Ther efor e we cannot approxi mat e any f unction whi ch does not vani sh at 0 

and n. 

1) In approxi mating a fun c tion in Lp [O,n] the va l ue of the 

function at any point does not matter and the above proof does not go 

through . By the hierarchy theorem i t \-Till suffice to prove complete­

ness in Lp [o,n] 1 < P < oo, Assume [si n n x}: =l is incomplete in 

Lp [O ,n] for some P. Then, there exists a function f(x) e Lq [O,n] 

where~+~= 1 such that Jn f(x) s i n n x dx = 0 n = 1, 2 , 3 , ... 
p q 0 

Extend f(x) to (-n,O) by def i ning i t to be odd. i.e., f( - x) = - f(x). 

Then f(x) e Lq [ -n ,n] and 

r f(x) 
" ·- TT 

sin n x dx= 2 J: f(x) sin n x dx = 0 n = 1, 2 , ... 

As f(x) is an odd function, Jn f(x) 
-TT 

cos n x dx = 0 n = 0 ,1,2 , ... 

Hence all the Fourier coeffi cient s of f(x) as well as i ts Cesaro 

average are identically zero. As the Cesaro average of f(x ) converges 

to f(x) in the Lq[-n,n] norm, s:n jf(x) jq dx = 0. Therefore f(x)= 0 a.e . 



By comparing Theorem 1.5 with Theorem 1.6 , we see that t he 

addition of the constant can change an L1 [ 0,n] i ncomplete sequence 

into a C[O,n] complete sequence . One might be tempted to say that 

since [sin n x}:=l 

[1, sin n x}:=l is 

p . 
is L [O,n] complete for 1 s P < ~ , then 

C[O,n] complete. However, this is not the case. 

THEOREM 1 .8: (1, sin n x}~=l is i ncomplete i n C[O,n]. 

Proof: The constant func t ion and all the sines, individually, have 

the same value at x = 0 and x = n. Hence any linear combination of 

them would have the same property and we could not approximate any 

function f(x) such that f(n) t f(O). 

In Theorem 1.5 we saw that [cos n x}:=O is complete in C[O,n]. 

The next theor em wi ll prove that if t he interval is shifted ever so 

slight ly, we end up wi th an L1[-e,e] i ncomplete ( and certai nly c[-e,e] 

incomplete ) sequence. 

THEOREM1.9: Let e > 0 . Then (cos n x}:=O is i ncomplet e in L1[-e,e]. 

Proof : Let f(x) be any odd function in C[ -e,e]. Then f (x) is 

certainly in L
00 

[ - e,€] . As f(x) is odd and cos n x i s even, 

J€ cos n x f(x) dx = 0 n = 0,1, 2, ... 
-e 

NO'I'E: To prove (sin n x}:=l is i ncompl ete i n L1 [ -€ ,€ ] we could 

take f(x) to be even. If we wanted to prove t hat (1, sin n x}:=l is 

L'[-e , €] incomplete we would take any even continuous f(x) with the 

additional property that J~ f (x) dx = 0. 

Thus, we see that the completeness of (cos n x}:=O is not merely 

dependent upon t he length of the interval, but also on its l ocJ!.tion . 

However, wi t h "pure" exponentials, this is not the case, as seen i n 

the following theorem. 

7 
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THEOREM 1.10: If (ei An x}~=O is complete in C[a ,b] (or 

complete in C[a-L, b-L] (or Lp[a-L, b-L])for any real L. 

p 
L [a,b]) it ' s 

Proof : fb- L Hnx ( ) Assume e <4L x = 0 n = 0,1,2, ... 
a- L 

Make a change variable t = x +Land let ~(x) = dtJ,(x- L). 

Then,O = J:~ei An(t - L) dJJ.(t - L) = e- i X-nL J~ e :t Ant d1J.
1
(t) 

As e- i AnL f 0, we have that 

fb e i Ant <4L ( t ) = 0 
a l 

n=O,l, 2 , ... 

i A X 00 
By the compl eteness of [e n }n=O i n C[a,b] ~£( x) - 0 and hence df.J.(x)=O. 

(For Lp[a,b] we have instead of d~,f(x)dY-) . 

The next theorem, while proving an important result, also demon-

strates a f r equently used and valuable technique . 

[ i n x}oo . 1 [ J THEOREM 1. 11: _e n=O 1s comp e te i n C a,b if b- a < 2n 

Proof: By the previous theor em, it suffices to prove completeness 

on [ - L,L] where 21 = b-a ( and hence L < n). 
L . 

Assume t here exists dJJ. such that J e1 n x d!J.(x) 0, n = 0,1,2, . . . 
-L 

Let F(z) = J 1 e i z x dtJ.(x) 
- L 

F(z) is an entire function and vani shes at all the non- negative integers. 

IF(z) l s; J 1 lei z XI ldtJ.(x) l s; V eL i z l where Vis the total vart ation 
-L 

of diJ. on [ -L ,L]. 

We will now use the following theorem. e, P.l86] 

THEOREM : If F(z) is entire, vanishes at all the non- negative integers 

(n - €) 1z lf and satisfies F( z) = 0 e or some € > 0 , then F(z) = 0 . 

Therefore J1 e i z x d!J.(x) = 0. 
- 1 

i n x By setting z = n we get that <4L J. e n = 0, ±1, ±2 , 

i n x co 
Since (e }n= is complete in c[-L, L], dtJ.(x) = 0. 

- 00 



II. Completeness of (cos n x +A sin n x} on [o,n] . 

In this chapter we discuss the completeness of the sequence of 

functions f (x) = cos nx + A sin nx where A is a real number f 0 . We 
n . 

consider the two sequences (f (x)} n = 1,2, ••• and (f (x)} n=O,l, ••• 
n n 

and prove results concerning their completeness in various Lp[O ,n] 

spaces and in C[O,n] . 

In our discussion we can always exclude the case of A=O since 

we've al ready proven that (cos nx} n=l,2 , ••• is incomplete in L1[ o ,n] 

(and hence in Lp[O,n], P > 1 ) and we've proven that (cos nx } n=O,l,2 ••• 

is complete in c[o,n]. 

In the discussion we use some theorems about ~ spaces . For 
p 

completeness we define H spaces and state the theorems used . 

NOTATION: 1) Let F(z) be defi ned in the open unit disc . 
. e 

we mean F(re1 ) 0 2 r < 1 

Then by F (e) 
r 

2) By P (e) we mean the Poisson kernel E rlnleine = 
r2 n=- oo 

1- r = ---------------------~ 
1- 2 r cos e + r 2 

3) Let f(e) and g(e) be in L1[ -n,n]. Then by (f*g )(e) 

we mean the convolution off and g; i .e., (f*g)(e)= ~n sn f(e -t)g(t)dt . 

By use of Fubini's theorem, we get the well- known r esult that 

f*g e L1[-n,n] iff and g are. 

DEFINITION: A fUnction F(z), defined for z in the open unit disc , 

is said to be in the class HP, P > 0, if F(z) is analytic and 

Mr = .J':nl Fr(e) lpde is bounded for all r such that 0 < r < 1. 

THEOREM 2.1 Let F(z) be in Hp where P ~ 1. Then , for almost all e , 

the radial limit' rlifnl F r ..... (_e .... ) ..._, _e_x_1_· s_t_s_. __ M_o_r_e_ov_e_r_.._, _i_f rlynl !1 (e) is called F( e) ' 

F(e) e LP[-n,n], and F (e) = (F * P ) 
r r 

(e) 

Proof: See [5,PP. 38 and 51] 



THEOREM 2 .2 Let F( z) be in J' where P :2: l. Then 

In F(e) ei n e de = 0 n = 1,2,3, 
- n 

Proof: See [5 , pp, 38 and 51] 

THEOREM 2.3 Let F( z) be in J' where P :2: l. Then F( e ) is neither 

r eal nor pure imaginary a. e . unless F(z) is constant . 

ie -Proof: By Theorem 2 .1 F(re ) = (F*P )(e) . Since P (e) is real, 
r r 

F(reie) is real or pure imaginary as F(e) is . As F(rei9) is analytic, 

( ie) either case i s clearly impossible unles s F re is constant . 

THEOREM 2 .4 Let f(e) and g(e) be in L' [ -n,n] . Then the n-th 

Fourier coeffic ient of ( f*g)( e) i s equal to the product of the n-th 

Fourier coefficient of f (9) and the n- th Four ier coefficient of g(e). 

Proof: See [5, P . 2l]. 

THEOREM 2. 5 Let f(9) be i n LP[ -n,n] wher e P :2: l. Then 

~~ 1 (f*Pr)(e) = f(9) a . e . i n [-n,n]. 

Proof: See [5, P .38] 

THEOREM 2 . 6 Let f(e) be in Lp[-n,n] where P :2: l. Then there exists 

10 

a number M such that llf*P II ~ M for r in [O,l) where II II i s t he Lp[ -n ,n] 
r 

norm. 

Proof: See [5, P.32] 

THEOREM 2.7 Let F( z) be in~ where P > l . Then F( z) is i n H1 . 

Proof: Since F(z) i s in J' F(z) is analytic . To prove F(z) is 

in~ we mus t show that In jFr(e)jd9 is bounded for all r in [0,1) .. 
- n 

By Holder • s inequality 1 P- l 

Jn jFr(e)jde ~ CJniFr(e)jp d9)P (2n)p-- which is bounded for all 
-n -n p 

~ in [0,1] since F(z) G H • 



LEMMA 1 - Let P be > 1 and l et A be r eal and non-zero. 
p 

Then (cos n x + A sin n x}~=l is i ncomplete in L P=I [O,n] if and 

only if there exist s a non- t rivial function F( z) in ~ such that the 

Taylor series of F(z) about 0 has r eal coeffici ents and 

Re F(e) =-I Im F(e) a.e . on (O,n). 

Proof: a) Assume there exists such an F(z) in~' P > 1. 

Let F(z) = U(z) + i V(z) and l et F( e) = U( 9) + i V( 9 )\'There, 

of course,u(e) =rl1m1 Ur(e) a .e. and V(e) =rl~m1 Vr(e) a.e . 

Using Theorem 2.2 we get that 
n-

2.1) f F(e)(cos n e + i sin n e) de = 0 n = 1,2,3, . .. 
-n 

Since F(z) has r eal coefficients, F(z) = F(z) , or 

u (-e) + i v (-e) = u (e) - i v (e) r r r r 

Hence U is an even function of e and V is odd. Taking limits as 
r r 

r ~ 1 gives us that u(e) = u(-e) and v( 9) = -v(-9) . a.e. in (-n,n). 

- -Expressing 2 .1) in terms of U and V, we get 

2.2) Jn [u(e) cos n 9 - v(e) sin n 9] d 9 + i I" [U(9) sin n 9 + 
-n -n 

-+ V(9) cos n 9] d 9 = 0 n = 1, 2 ,3, ... By the evenness 

of U(9) and the oddness of V(9 ) , 2.2) becomes 

2 .3) s: [u(e) cos n 9- V(9) sin n 9] de= 0 n = 1,2, .... 

But now, since we are given that v(e) =-A U(9) a .e. on (O,n), 2.3) 

becomes 

2.4) s: u(e)(cos n 9 +A sin n e) d 9 = 0 n = 1,2,3, .. . 

Hence, once we ' ve proven that U(9) is a non-trivial function in 

Lp[O,n], we will have the result that (cos n 9 + A sin n e)~=l is 

. 1 t . Lq[O ] l + l 1 _L As F(z) ;s ;n HP, ~ncomp e e ~n ,n , - - = or q = • .... .... p q p-1 

F(9) is in Lp[ -n,n] by theorem 2.1. 

Since J" lu(e)lpd 9 ~ J" IU(9) + i V(9)lpd e ~ J"IF(e)lp de, we 
-n -n -n 

get that U(9)is in LP[-n,n] and certainly in LP[o,n]. Thus all we 
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have to prove is that U(9) ~ 0 on (O ,n). I f i t wer e , then since 

u(e) = u(-e) a.e . we would have that F(e) is pur e i magi nary a.e . 

on ( -n,n) which by Theorem 2.3 implies that F(z) = C where C is 

pur e imaginary or zero . As F( z ) has r eal coeffici ents we get that 

F(z) = 0 which contradicts the hypothesis that F(z) is non- trivial. 

p b) Assume [cos n 9 + A sin n e}:=l i s incomplete in 

LP-l[O,n] where P > 1: i.e . , there exists a non- t rivial function f(e) 

such that fte) is in LP[O,n] and Jnf(e)(cos ne + A sin n9)d9 = 0 
0 

n = 1 ,2,3, . . . SinceRe f(9) has these t wo proper ties, we can assume 

that f(9)is real. Now define f(e) t o be 0 on [ -n , O) . Then f(e) is 

in Lp[-n,n] and 

2 . 5) Jnf(e)(cos ne +A sin n9)de = 0 n = 1, 2,3, ... 
- TT 

As P > ~ f(9)is integrable and has a corresponding Fourier series 
(X) 

i.e . ' f(e) ""n~o a cos ne + b sin ne. From equati on 2 . 5) a + Ab =0 . n n n n 
n = 1,2, .. . Therefore 

(X) 

1 2.6) f( e )"'n~o a (cos ne sin ne) n A 

12 

We will now define a function F(z) =n~an zn and prove that t his function 

has all the properties of our required f unction: i .e. , F(z) i s in~' 

- 1 -has real coefficients, Re F(e) = -X Im F(e) a . e. on (O ,n) and i s non-

trivial. Since f(e) is non-trivial, at least one of the a is not 

zero, and therefore F(z) i s non-trivial . 
n 

As f(e) i s r eal all the a 
n 

are real and hence F(z) has real coefficients . The a , as Fourier 
n 

coefficients, are bounded. Therefore 
(X) n 

n~O an z converges absolutely 

for j z j < 1 and hence F(z) is defined for all z in the open uni t dis c . 

We now consider the function (f*P )(e) We can write the Fourier series 
r 

(X) i ne 
of f(e) asn~CX) en e where, by equation 2.6) 



n > 0 

c = a n = 0 n 0 

a 
(l+i~) -n 

n < 0 2 

As P (e) 
CXl r ln! i n e by Theorem 2.4 = L: 

' r n= -CXl 

Writing the Fourier series of ( f*P )(e) i n terms of sines and cosines 
r 

gives us that 

13 

(f*Pr)(e) ~n~O an rn (cos n e ~ s i n n e) which i s = Re( l + I)Fr(e) 

By the uniqueness of Fourier series and continuity in e of both func-

tions for al l r , 0 ~ r < 1 , we get 

(f*Pr) ( e) = Re (1 + I ) Fr(e) f or all e and all~ o ~ r < 1 . 

By Theorem 2 . 5,lim (f*P )(e)= f(e) a. e. r_,.l r 

Therefore ~~~ Re(l +I) Fr (e) = f( e) a . e . or, if Fr( e) = ur (e) + i Vr(e) 

we have that 

2.7) l inL (u ( e) - ~ v (e)) = f ( e) a . e . r ->.l r 1\ r 

Since F(z ) has r eal coef ficient s , F( re i e ) = F(re-i e) or 

ur (e) - i Vr ( e) = ur (-e) + iVr( - e) . 

and v (e) = -V (-e). 
Ther efore, U (e) = u (-e) 

r r 

r r 

Equation 2 . 7 ) can ther efore be writ ten a s 

2 .8 ) lim1 (u (e) + ~ v (e) ) = f ( -e)a.e . r -+ r 1\ r 

Adding equations 2.7) and 2. 8), we. get 

2 l i m1 u (e) = f ( e ) + f( - e) a . e . r -+ r 

Subtracting equation 2 . 7) from equation 2 .8), we get 

2. 10) 

Since f( e) = 0 for - TT < e < 0, we have 



~~T Ur(e) = f~e) a.e . on (o, n) and 

~~T Vr (e) =- ~ f(e) a. e . on (O,n). 

Thus F(z) has the r ight boundary values . 

We just have to check t hat F(z) i s in~. 

By Theorem 2.6 /lf*P II :s: M 
r for 0 :s: r 1 where t he norm i s the 

p 
L [-n,n] norm. 

1 1 Therefor e, since (f*P )(e) = U (9)-- V (9)=U ( - 9) +- V (-9) 
r r r.r r r.r 1 

we have t hat <Jn ju (9)- ~ v (e) jpde) 1/P =(J nlu (-e)+~ v ~e)jpdet:s: M 
· r 1\r r 1\r -n -n 

i.e. llur - ~ v)l :S:M and /lur + ~v)l :SM 

By the triangle inequality, /lu II :s: M and /l v II :s: l '- 1 M. 
r r 

Hence IIF II = llu + i v II :s: llu II + llv II :s: M( l + I\ I) r r r r r 

Therefor e F(z) i s in ~ . 

LEMMA 2: l+Z- p 
Let P be a real number and l et F(z) = ( 1_z) where F(O) is 

defined as l . Then F(z) € Hq, q > 0 iff q !P I < l 

Proof: Without loss of ?enerali ty we can assume P > 0 (otherwise 
/PI 

we are considering(~~) and t he proofs are simi lar). 

Assume q P < 1. F(z) is obvious l y analytic f or l z l < l. 
l + i 9 Pq 

To show that F(z) € Hq we have to show t hat Mr =I: j
1 

_ ~ :
1 

9 j d 9 

is bounded for all r € [0 , 1) . A~ F(z) is continuous on the compact 

setS= [z : l zl :s: tJ, M is obviously bounded fo r 0 :s: r :s: t . We, r 

therefore, just have to consider M fo r r € (t ,l) 
r 

= 2Pq Jn 
-n 

= 2Pq+l 

1 

l -
. i 

r e 

l 

(1 + r 2 d 9 
9 )PW2 - 2 r cos 

d 9 
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Jn/2 d
2

9 + 2Pq +1 Jn 
e)Pqj2 2 o (1 + r - 2 r cos n/2 (1 + r -2r cos 

2.11) . < 2Pq + 1 Jn/2 d 9 + 2Pq n 
r2 e2 r,Pq/2 2 ,Pnf'? 

e)P7J2 



= 2Pq+l nPq/2 1 1 

2Pqj2 r PQ}2 

1-Pq/2 p 
:s;; 22Pq n q 

1-Pq + 2 n 

(n/ 2 l - Pq 
1- Pq 

2 
In the inequality of l i ne 2 .11) we used (1 + r 2 - 2r cos e) ~ ~ 

n 

for l ei :s;; ~ and r < 1 which i s proven i n the appendix . Hence , 

'1~ i s bounded for r s (~ , 1 ) and therefore for r s [0 , 1) . r . 

Now assume F( z) 
i e 

Jn 
1
1 + r \ e 

-n 1 - r e 

s Hq where q P ~ 1, i.e . , ther e exi sts M such t hat 

I pie :s;; M for all r s [0,1) . 

l +z 
Let G( z ) = (y:z) · Si nce F( z) s Hq , G(z ) s ~q . As Pq ~ 1 , by 

i 
Theor em 2 .1 , G(e) Pq [ J . Jn ll+e s L -n , n ~ . e . , i 

But 

-n 1- e 
i e Pq I Pq ~ r /2 Jn 

1

1+\ e lde = J n 
1 
c~s e 2 1 de 

-n 1-e -n s ~n 9/ 2 -n/2 

~ Jn/ 2 j % jPq d9 = oo since Pq ~ 1 
-n/2 

e 
I Pq d e < 00 e 

Ieos 9/2 1Pq de 
s i n 9/2 

I n t he l ast inequality we use Ieos e/2 j ~~for l e i :s;; n/2 
s i n e/2 I e I 

whi ch i s pr oven i n t he appendix. Thus F(z) t Hq for q P ~ 1. 

In t he next l emma, we will use t he f ollowi ng theor ems . 

Study ' s Theorem: I f the f unction F(z ) t r ansfor ms conformally the 

open unit disc l z l < 1 i nto a convex r egion, t hen ever y circl e lz l=r 

r s( O,l) is t r ansformed i nt o a convex r egion hv F(z) . 

Pr oof : See [7, P . 224] . 
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Carlson ' s Theor em : If C is a cl osed convex curve , lying in lz l :s;; 1 and 

F(z) i s analytic i n l z l ~ 1, then 

JI F( z) ll dz l :s:~ I F( z ) l lctz l 

C I z l = 1 

Proof : See [ 3] 



Let w(z ) = (l+z) 2 - i(l- z)
2 

(l+z) 2 + i(l-z) 2 

w(z) takes the upper half of the open unit disc schlichtly onto the 

16 

open unit disc and takes the boundary into the boundary . As a schlicht 

function, it has an inverse function, z(w) . 

z(w) = ) i 

)i 

z(w) maps the 

unit disc . 

LEMMA 3) Let 

(l+w) 
1-w - 1 

(l+w) 
1-w + 1 

open unit disc 

F(z) be in}f. 

where }i( ll+w) I = l+i 
-w w=O ./2 

conformally onto the upper half of the open 

Then F( z( w)) Hl 

I "' € l-wc_ - -

Proof: The functi on i s obviously anal ytic (since /1 - w2 can be 

defined to be anal ytic in open unit di sc). We must prove that 

Mr =I I F(z( ~)) I jd wj [ ) ~ i s bounded for all r s 0,1 . 
jwj =r /1- w 

Let G be the i mage of jw j = r under z(w), r e [ 0 ,1) 
r 

Since z(w) takes the open unit di sc onto a convex domain, Gr i s convex 

by Study's theorem. By t r ansforming the domain of integration from 

jwj = r to z on Gr we get that 

M =I IF(z(w)) I jd wj = 4 r IF( z ) jdz j 
r jwj = r /1 - w2 G (l+z )2 + i (l-z) 2 

r 

By the continuity of z(w) and the compactness of (w: jwj = r} t here 

exists a di sc of radius p which complet el y contains Gr and such t hat 

~<p<l. Letting g ( z) = ----'F'-'(.._z~p )'--------::-­
(1tzp)2 + i (l-zp) 2 

we get that 

Gr 1 4 p r jg( s)dsj where-- i s G mul tiplied by -G p r p 
r 

p 

~r is s t ill convex and z on~ implies j zj < 1 

g(z) is analyti c in jzl ~ 1 and, by Carlson's theorem, 
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M = 4 P f lg(S) ds l ~ ~~ P J lg(s) 1 Ids I 
r Gr j'f; I = 1 

p 

= 4 
p If I j! ~ s e~ I Ids I 

=l ( l + s p) 2 + i ( l - s p) 2 

= 4 f F{z ~ j jdz j 
l z l = p (1 + z )2 + i (1 - z)2 

~ 16 f jF(z) j ldzl (since j(l + z)
2 

+ i (1 - z) 2
1 ~ -k fort~ jz j ~ 1 

l zl = P 

which is proven in the appendi x). 

Thus M ~ 16 f jF( z) j jdz l which i s bounded since F(z) € H1 

r l 'z l = p 

LEMMA 4) Let F( z) be i n ~ and have real coef ficients . Let y be such 

that jy j< n/ 2 and e- i Y F(9) i s r eal a. e . f or 0 ~ 9 ~ n . Then 

l+z)2y/ n . F(z) = C (1 _z wher e C lS r eal . 

Proof: Let z(w) be as before, l et 81 = [zj j z j = 1, i m z > 0} 

and l et 82 = [ z j l z l = 1 im z < 0} . z(w) maps 81 onto itsel f and 

82 onto t he r eal axi s. Ther efore e- i Y F( z(w) ) i s r eal a.e. on s1 

and F( z(w)) i s r eal a. e . on s2, since F(z) has r eal coeffi cient s 

Let g(w) = (1 - w)y/ n . Then 
l+w 

ar g g(w) = cy/2 w € s l } 
y/ 2 w € 82 

Ther ef or e e- i y/2 g(w) F( z(w)) i s r eal a.e . on lwl = 1 

- i y/ 2 - i y/2 Y/n+l/ 2 l - y/ n 
However e g (w) F( z(w)) = e (l- w) (l +w) 2 F(z(w)) 

Ji - w2 

Si nce IYI < n/2 (l - w)Y/ n + t Q+w)t - y/n i s conti nuous for lwl ~ 1 

and hence i t s absol ute value is bounded there . Combining this with 

~ being in H1 gives us that e - i Y/ 2 g(w) F(z(w) ) i s in H1 . Since 

we have shown it t o be real a . e . on the boundar y, by Theorem 2. 3 



i.e. 

e- i Y/2 g(w) F(z(w)) ; C where Cis r eal. 

· /2 (1 +w)Y /n F(z(w) ; C e1 
Y 

1-w 

Setting w ; w(z) which was defined before, gives us 

F(z) ; C ( l+z)2y/n 
1-z 

THEOREM 2.8 Let A be a non- zero real number and let P > 1 . Then 

(cos n x +A sin n x}:; l is compl ete in Lp[O,n], 

1 2 arc tan A 
iff P ~ l - IS I where S ; rr 

Proof: a) Assume (cos n x + A sin n x }~;l is incomplete in 
p 

p 
a non- trivial F(z) € H F'- 1 L [O,n]. By lemma 1, there exis t s wi th 

F(e) 1 -real coefficient s and such that Re ; - - Im F( 8) a . e . for 0 ~ e 
A 
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~ TT • 

-i arc tan A F-(e) 1.s Therefore e r eal a . e . for 0 ~ 8 ~ TT . S . p > 1 1nce P- l , 

F(z) e ~ by Theorem 2.7. Observing t hat F(z) now satisfies the 

hypothesis of l emma 4 wi th y 
2 arc tan A 

F(z) ; C (~~~) TT 

; arc tan A, gives us that 
p 

C ( l+z)s. ( ) --1 ; Since F z e H r- , by lemma 2 1- z 

we get that 

~ ls i < 1 or that P > P- 1 

completeness. 

1 
1- 1s1 Ther efore P ~ l-lS I implies 

b) Now take P > l:IS! , and we'll prove i ncompleteness. 

By lemma 1, it wi ll suffice to show that there exists a non- t r ivial 
p 

Y-1. - 1 -F(z) e ff- with real coefficients and such that Re F(e) ; - ~ Im F( e) 

a . e . on ( 0 , n) . 

Let F( z) ; (
1
1- z)S and such that F(O) ; 1. +z 

F(z) is obviousl y anal ytic for lzl < 1 and F(z) has real coefficients 

since, by continuity, it ' s real on the r eal axis . Take any e, 0 < e < n . 



By continuity, lim F (e) r-J.. r 

= [cos (arctan A.) - i sin (arctan A.)] (tan~)~ 

. - ( l-Ai ) (tan~) ~ 
Jl+A_2 

Therefore Re F(e) 1 -= -I Im F(e) on (o,n) 
p 

By lemma 2, to prove that F(z) e H P-l, it is only necessary to prove 

~!~I < 1. However, this is equivalent to P > 1 
1-!13 1 

which is given. 

Hence, we have incompl eteness in Lp [o,n] for P > 1~1~1 · 
LEMMA 5) Let f(x) be continuous on [O,n] and let e > 0 be given. 

Then there exists a polygonal function L(x), such that jf(x) - L(x)j < e 

for all x e [O,n] 

Proof: Since f(x) is continuous on a compact set, it is uniformly 

continuous there. Let 6 correspond to~ i.e . jf(x) -f(Y)\ < ~ for 

x, y e [O,n] and I x - Yl < 6. As any smaller 6 would also work we 

may assume 6 = !! for some integer n. 
n 

Let~ = K6 K = 0 , 1 , 2 , • . • ,n . 

For X e [~, ~+l] define L(x) as 

f(~+1)[x-~] + f(~) [~+1-x] L( x) = -------~-----.;.____,;;.;;...__ 
~+1- ~ 

i.e. (x,L(x) ) is on the line joining (~,f(~)) and (xK+l'f(~+1)) 

Since L(~) = f(~) and L(~+l) = f(~+1), L(x) is continuous and 

since it is piecewise linear, it is a polygonal function. Let x be 

any point in[~, ~+1]. 
jf(x) - L(x)j s lf(x)- f(~)j + jf(~) - L(~)j + jL(~) - L(x)j 

<.!. 
2 

+ 0 + .e/ 2 .. s 

where jL(~) - L(x) 1 < ~ since by the way L(x) was defined 



jL(~) - L(x) j s jL(~) - L(~+l)j 

= j f(~) - f(~+l) l < ~ 

Hence su~ J jf(x) - L(x)j < e 
X € LO,TT 
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THEOREM 2.9 

C[ O,n] . 

(cos n x + A sin n x}:=O where A is real, iscomplete in 

Proof : If A = 0 it has been pr oven in the introduction [ Theorem 1. 5]. 

If A f 0 
- 1 

set a = I' 

By Theorem 2.8 there exists a P > 1 such that 

(cos n x +asin n x}:=l is compl ete in Lp[O,n]. Let f (x) be any continu­

ous function and let e > 0 be given. By l emma 5, there exists a poly-

gonal funct i on L(x) such that lf(x) - L(x)l < e for all x e [O,n ] . 

L' (x) exists except at a finite number of points and as a bounded step 

function, L' (x) e LP [O ,n] . By the completeness of (cos n x +a sin n x}:=l 

in Lp[O,n] we have 
N 

JTT IL ' (x) -n~l 
0 

a (cos n x +a sin n x) lp dx < ep 
n 

for some (a} n = 1,2, . .. ,N . 
n 

Therefor e, 

2 .12) 
N 

lsx [L'(t) - ~ a (cos n t +a sin n t)] dtj 
0 n=l n 

ssrr jL ' (t) - nfl an (cos n t +a sin n t j dt 
0 

< € TT . 

Evaluating the i ntegr a l i n l ine 2 . 12) we get 
N a 

2. 13) IL(x) - L(O) -n~l ~ (s i n n x - a cos n x) 
N a a 
~ _ _ n 

n=l n 



1 N a 
Let b = L(O) - - ~ -E and o X n=l n 

a 
b = _E 

n nx 

Ther ef or e , l ine 2.13 becomes 

N 
2. 14) IL(x) - n~O bn (cos n x + X sin n xl < s n 

wher e the inequality holds for all x e [O,n]. 

Ther efor e, 
N 

lf( x ) -n~O bn (cos n x +X sin n x) l 

N 
~ lf( x ) - L(x)l + IL(x) -n~O bn (cos n x +X sin n x) l 

< e + en = € (1 + n) 

Hence, (cos n x +X sin n x}:=O is complete inC [O,n] . 

COROLLARY : Let X be a non- zero real number and l et P > 1. Then 

there does not exist a non-trivial function F(z) e ~ such that 

- 1 -.=...F..l..( ~z ).__h_a....;.s_re_a_l_ c_o_e_ff_l_· c_i....;.e_n_t _s .._, ...;;;F_,(....;.o..L..) _=_ O_ a_n_d_R....;.e___;;,F_,(_e.L.) _=_- X Im F( e) 

a . e . on ( 0, n) . 

Proof: Assume for some non- zer o real X and some P > 1 there exists 

such a function F(z) e ~. 

Let u(e) = Re F(e) . 

Then , as proven in lemma 1, U(e) is a non- trivial even function in 

Lp[ -n , n] such that 

Jn u( e)(cos n e + X sin n e)de = 0 
0 

Since F(z) e ~' P > 1, by Theorem 2.1 

2.15) 
·e 

F(re
1 

) = (F*P ) (e) 
r 

n = 1,2, ... 

Setting r = 0 in equation 2 .15, gives us that 

o = F(O) = (F*P
0

) (e) = ~ Jn F (e)de 
- n 

2. 16) Jn -Therefore U(e)de = 0 
-n 

However, since u(e) = U( - e), equation 2. 16 becomes 

Jn u(e)de = 0 
0 
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Hence, U(9) is a 

Jn u(e)(cos 

non-trivial function in LP[o ,n] such that 

n 9 + A sin n e) d9 = 0 n = 0,1,2, ••. 
0 

p 

i.e. (cos n e + "A • e }00 
t P-1 [ ] s~n n n=O is lrxxniple e in L 0, n • 

But in Theorem 2.9 we proved that 

(cos n 9 + A sin n e}:=O is complete in C[O,n] and, hence 
p 

certainly in LP-l [O,n]. 

Therefore, there does not exist such a fun ction F(z) e ~. 

Of course, we could have proven this corollary by observing that 

by Lemma 4, F(z) would have to be of the fo r.m c(1l+z)~ which is 
-z 

not zero at z = 0 (without letting c be zero). 
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III - Completeness of (cos n x + A s i n n x} on [O,n] . 
~------~--------------~--------~n 

In this chapter we consider the completeness of 

(cos n x + A sin n x } and (A cos n x + sin n x} where the A n n n 

are constants. If I A I< l for all n, then the dominant term in 
n 

cos n x + A sin n x is cos n x and we might expect t he re sults 
n 

to be similar to the completeness of (cos n x }. If lA I> 1 for 
n 

all n, then the dominant term is s i n n x and we would expect t he 

results to be similar to the completeness of {sin n x} . I n 

general, this turns our to be true . The corollarY t o Theorem 3.1 

proves that (cos nx + An sin nx}:=l is complet e in L
2

[o ,n] if 

I A I > 1. Theorem 3 . 2 proves the exi stence of A such that I A I < 1 n n n 

and (cos nx + An s i n nx}:=l is iDanplete in L
1

[ o ,n] . Theorem 3.3 

Proves that (cos nx + A si n nxf"' i s cmnplete in c[o,n ] i f n n=o 

lA I < l. Finally, Theorems 3. 4 and 3. 5 will prove the exi stence n 

of A such that lA I > 1 and (cos nx + A sin nx}
00 

is incomplete n n n n=o 

in C[O,n] • 

.;;;L.;:;EMMA;..;;..;;;;.;;.;_: __,;;L~e....:t_..:;:.f ... ( x;..;.)'--b:....;e;.....::i;.;.:n_L;;:.
2
_[ .... o:;_.,~.-n-=]~a;;;.:;n.:;;d_.:l;;;.e;;...t:.......:.;an .=. * J: ti._ x) cos nx dx 

and bn = * J: f (x) s i n nx dx . Then 

Proof : Let g(x) be defined on [-n,n] by extending f(x) evenly. 

Let h(x) be defined on [-n,n] by ext ending f(x) oddly. Then g( x) 

and h(x) are both in L2[-n,n]. 



~ sn g(x) 2 sn f(x) cos n x d.x 2a cos n x d.x = - = 
n o n -n 

n = 0,1,2, ... 

~ sn g(x) sin n x d.x = 0 n = 0,1,2, ... 
-n 

~ r h(x) 
-n 

cos n x d.x = 0 n = 0,1, 2 , . •. 

~ sn h(x) sin n X d.x = 3 r f( x) sin n x d.x = 2b 
n o n -n 

n = 1,2, . . . 

Then, by using Parseval's identity [9, P.422] we have 

~ r jg(x)J
2 

d.x = 4 [~ laol
2 +n~l lan 1

2J 
-n 

However, since~ r jg(x) j
2 

d.x = 3 Jn jf (x)j 2 
d.x = ~ r lh(x) 12 

dx 
- n n o -n 

we have the desired result . 

...;:THE=..;;..ORE=M~3:....·_l _ __...;:L~e_t I A.n I < l for n = l, 2 , . . . . Then 

~n cos n x + sin n x}:=l is complete in L
2[o,n]. 

Proof: Assume there exists f(x) € L2[o,n] such t hat 

3 .1) sn f(x) (An cos n X + s i n n x) d.x = 0 
0 

n = 1 ,2 , ... 

Let a and b be as in the l emma . Then, n n 

An a + b = 0 n n 

1 
2 lao l

2 
+ntl I 12 

(X) a - L: n -n=l lb 12 n 
(X) 

= >.::1 n= 

is impossible unless 

a = 0 
n 

n= O,l,2, . .. 

equati on 3 .1 becomes 

n = 1,2' ... 

I An 12 (X) 

an <n~l ja 1
2 

which n 

S~nce ~ s: lf (x)l 2 dx = ~ laol 2 +ntl 1an 12 = o, 

we have that f(x) = 0 a.e. 

Hence (An cos n x +sin n x}:=l is complete in L2[o,n]. 

24 



25 

COROLLARY - Let !A J > l n = 1 ,2, .. .. Then [cos n x +A sin n x}
00 

~~~~~~~~-~n~---~~~~-=~~~~~~~~~~~~~n n=l 

is compl ete i n L2[ o ,n ] . 

To compare with this corollary , we have the following. 

THEOREM 3.2 - Ther e exist A 
~~~~~~--~~~~~~~n 

and [cos n x + An sin n x}:=l 

Proof: Let A be defi ned as n 

ITT X COS n X dx 
- 0 

In x sin n x dx 
0 

such t hat !An i < l f or n = 1,2, ... 

is incomplete in L J O, n]. 

n = 1,2, .. . 

Integrating by parts, we get that 
( -l)n- l l (-l)n -A 2 = n n nn 

n -(-12 n 
n 

Since 
( -1) nn 

n 
is never zero, our definition of An makes sense. Also, 

we have 

lA I = 11 - (-l) n I ~ 2 < l 
n nn nn 

By t he way A was defined, n 

3 . 2) I TT x (cos n x + A sin n x) dx = 0 
o n 

Since f(x) = x is i n L
00

[0,n], equation 3 . 2 tells us 

[cos n X+ A n 
sin n x}:=l is incompl et e in L1 [o,n]. 

n=l , 2, . .. 

t hat 

LEMMA: If [- An cos n x + sin n x}~=l is compl ete in 2 L [ o,n] , 

[cos n x + A n sin n x}~=O is complete in C[ O,n]. 

t hen 

Proof : Let f (x) be in C[O,n]. As i n lemma 5 of chapter 2, we can 

approximate f(x) uniformly by a polygonal function g(x) 

3.3) i.e . Jg( x) - f(x) I < € for all x € [O,n]. 

2 g'(x), as a step function, is in L [O,n]. 



Since [- An cos n x +sin n x}~=l i s 1
2 [O,n] complete, there exi st 

a such that 
n 

s: lg'( x) - ~=l an(- An cos n x +sin n x)l
2 

dx < e
2 

A s i n n x N 
lg(x) - g(o) - [~=l an ( - n n - cosnn x) +n~l 

a 
....EJ 
n 

3.4) 

= Jx N I . o ( g' ( t) -n~l an (- An cos n t + sin n t)) dtl 

~ IX I g ' ( t) 
N 

1 dt - ~ a ( - A cos n t + sin n t) 
0 n=l n n 

~ I n I g ' ( t) 
N 

( - t) 1 dt - ~ a A cos n t + s i n n 
·o n=l n n 

N l 

~ I n I g ' ( t ) - ~ a ( - An cos n t + sin n t ) 1
2
dt]2 /'n 

0 n=l n 

Let b 
0 

Hence , equation 

lg(x) 

and let b = 
n 

3 .4) becomes 
N 

- ~O b (cos n x + n= n A 

- a 
n 

n 

sin n 

Combining this with equat ion 3 .3), we get 

If (x) 
N 

-n~O bn (cos n x + '-n sin 

Since f(x) was arbitrary, we have that 

n = 1, . . . ,N 

n x) I ~ e n . 

n x) I ~ e (n + l ) 

[cos n x +An sin n x}~=O is compl ete i n C[ O,n] . 

..;::THE=..;;.;ORE=M..;;.;_,3::...·-==3:....,____:L:::..e=-t~l..:..:'-n I < l for n = l ,2, .. . . Then 

[cos n x +An sin n x}~=O is compl ete in C[O,n] . 

Proof: By Theorem 3.1, [- '-n cos n x + sin n x}:=l is complete 

in L
2
[o,n]. By the l emma, 

[cos n x +An sin n x}:=O i s compl ete in C[O,n] . 

Comparing Theorem 3.2 with Theorem 3.3, we see that just the 

addition of the constant term, can change an L2[o,n] incomplete 

sequence. into a C[O,n] complete sequence. One might be tempted to 

conjecture t hat since [cos n x + An sin n x}~=l is L2[o,n] complete 

26 
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if jAnl > 1, then [cos n x + An sin n x}~=O is C[O,n] complete if 

I An I > 1. This is not the case, as the following theorems demonstrate 

THEOREM 3.4 - Let An be periodic with period 6, let\ , = - A1~2 = - A4 

and A1~2 = - 3. Then [cos n x +An sin n x}~=O is incomplete in C[O,n]. 

NOTE: In this theorem, as well as in Theorem 3.5, we can choose 

An to satisfy jAnl > 1 n = 1,2, ... . 
...... 

Proof: Let g (x) = cos n x + A sin n x. n n 

We will prove that we can find non- trivial c1 , c2 , c
3 

and c4 

such that 

3.5) n = 0,1, .... 

Once this is done we will have proven incompleteness since any linear 

combination of [gn(x)}~=O will also have this property and hence we 

would be unable to approximate a function f(x) such t hat 

Since, obviously there are functions f(x) e C[O,n] wi th this proper ty 

we will have proven incompleteness. In finding c1 ,c2,c
3 

and C4 we 

notice that since A has period 6, g (0), g (~3 ), g (
3
2n) and g (n) all 

n n n n n 

have period 6. Therefore, equation 3.5) has to be satisfied only for 

n = 0,1, .. . 5 and all other values of n follow by periodici ty . We 

therefore have the following 6 simultaneous equations to be satisfied 

non-trivially. 

3.6) 

3.7) 

3.8) 

3.9) 

n = 0 

n = 1 

n = 2 

n = 3 

c1 + c
2 

+ c
3 

+ c4 = o 

( 1 ./3) ( 1 ./3) c1 + c2 2 + A1 ~ + c
3 

- 2 + A1 ~ -c4 = o 

c1 + c2(-t +A~~) + c
3
(-t - A2 ~~) + c4 = o 

c1 + c2 (-1) + c
3 

+ c4 ( - l) = o 
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3.10) n = 4 cl + c2 
( 1 /3) - 2 - A4 - + c 2 3 

( 1 /3) 
- 2 + A4 2 + c4 = o 

3.11) n = 5 cl + c2 ( 1 /3) 
2 - A5 2 + c3 ( -i - A 

5 
~~ - c4 = o 

By the conditions A1 = - A
5 

and A2 = - A4 equations 3 .10) and 3.11) are 

the same as equations 3.8) and 3.7) respecti vely. If we set c1 =- c
3 

and c2 = - c4 then equati ons 3.6) and 3 .9) are satisfied. Hence we 

are just left with equations 3.7) and 3 .8) . After we substitute for 

c3 and c4, these two equations become 

3.12) cl (l -
2 

A /]) 
1 2 + c2 (1 + A /]) 

2 l 2 = 0 

3 ·13) cl (l + 
2 

A /]) 
2 2 + c2 ( - ] + A J] = 0 

2 2 2 

Equations 3 . 12) and 3 . 13) can be solved non-trivially iff 

3 
'-1 

J] ] + 
'-1 

J] 
2 - 2 2 2 

= 0 
] + A2 

J] 3 
'-2 

J] -- + 2 2 2 2 

This reduces to A1 A2 + 3 0 which is given . Thus we can solve non-

trivially for cl, c2 , c3 and c4. 

THEOREM 3.5 - Let An have period 8, l et A7 = - A1,~6 = - A2 ,~5 = - A3 

and l et A2 ~l + A
3

) = 2 /2 . Then {cos n x + An sin n x]~=O is incompl ete 

in C[O,n]. 

P.roof: As in Theorem 3.4 let g (x) = cos n x + A sin n x. This time 
n n 

we wish to find non- trivial c1 , c2 , c
3

, c4 and c
5 

such that 

3 . 14) c1 ~(o) + c2 gn(~) + c3 gn (~) + c4 gn(~) + c5 gn(n) = o 

for n = 0,1, . . . 

Once this is done we will have proven incompleteness since we couldn't 

approximate an f(x) such that 

c1 f(o) + c2 f(~) + c
3 

f (~) + c4 f(~) + c
5 

f(n) r o. 
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Since A has period 8, g (0), g (~), g (~2 ), g (~) and g (n) all n n n4 n n 4 n 

have period 8 and we only have to check equation 3.14) for n = 0,1, . .. ,7 . 

Since A7 = - A1 , A6 = - A2 and A
5 

= - A
3 

the equations for n = 7 and 

n = 1 coincide as well as the equations for n = 6 and n = 2 and those 

of n = 5 and n = 3. We thus have to satisfy equation 3.14 for 

n = 0,1,2,3,4. We have the following five simul taneous equations . 

3 . 15) n = 0 

3.16) n = 1 

3.17) n = 2 

3.18) n = 3 

3 . 19) n = 4 

c2 + c
3 

+ c4 + c
5 

= o 

1 1 
c2( 72 + "1 7 2) 

+ c
5 

(-1) = o 

cl + c2 ( 1..2 ) + c3 ( - 1) + c4 (-1..2) + c5 = o 

1 "3 1 "3 
cl + c2 (- 72 + /2) + c3 (- 1..3) + c4 <72 + /2)+ 

+ c (- 1) = 0 
5 

If we set c1 + c
3 

+ c
5 

= 0 and c2 + c4 = 0 then equations 3.15) 

and 3.19) are satisfied. After we substitute for c4 and c
5

, equations 

3 .16), 3 .17) and 3.18 become 

3.20) c1( 2) + c2 (/2) + c
3 

(1 + 1..1) = 0 

3 . 21) c1(o) + c2 ( 2 /..2) + c
3 

(-2) = 0 

3. 22 c1( 2) + c2 (- /2) + c
3 

(1 - A
3

) = 0 

These equations can be solved non-tr ivially for cl, c2 and c3 iff 

2 /2 

0 = 0 

2 

This reduces to 1..2 (A1 + 1..
3

) + 2 /2 = 0 which is given . Hence we can 



solve non- trivially for c1 ,c2 ,c
3

,c4 and c
5 

and have established 

incompleteness . 

I n Theor em 3 . 3 we saw that if lA I < 1 for n = 1,2, ... t hen 
n 

(cos n x + An sin n x}:=O is C[O,n] complete. As a proof of the 

del i cateness of that theor em we have the following theorem. 

THEOREM 3 . 6 - There exists [An}:=l such that !Ani< 1 for n = 2,3, . .. 

and (cos n x +An sin n x}:=O is incomplete in L
1
[o,n] . 

Pr oof: Define A as n 

= _ J:
0 

(3 x2 - n
2
)cos n x dx 

An 

~ (3 x2 - n2) sin n x dx 
0 

n = l,2 , .. . 

Once we have shown that our definition of An makes sense, then we 

will have that 

J: (3 x2- n2) (cos n x +An sin n x) dx = 0 n = 0,1, 2 , . .. 
0 

because of the way A was defined . Since f(x) = 3 x2 - n2 e L~[O,n], 
n 

we wi l l have proven that 

[cos n x +An sin n x}:=O is incomplete in r 1[o,n]. 

I ntegration by parts gives us that 

2 
nn 

Thus lA I ~ ~<1 for n even . n n 

For n an odd integer ~ 3 consider the function 

6 n x P(x) = 2 2 
n x - 12 

O<P(3)<1Jlim P(x)=O 
)C'"""'CD 

and 

Hence 0 < P(x) ~ P(3) < 1 for 

where ~ 3 

P ' (x) < 0 for x ~ 3. 

X ~ 3. 

'l",r l"-' fore 0 <An ~ P(3) < 1 for nan odd integer~ 3. 
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