ABSTRACT: The Mean Spherical Approximation for the Primitive Model of Electrolytes by Eduardo M. Waisman

The mean spherical model approximate integral equation applied to the primitive model for electrolytes is investigated. The primitive model for electrolytes considers the solvent only insofar as using the dieletric constant $\mathcal{E}$ of the medium in the Coulomb interaction between ions, which have additive hard core diameters. The solution is alectrically neutral.

The mean spherical model consists of approximating the direct correlation function for $r>R_{i j}$ ( $R_{i j}$ hard core diameter) by $-\beta$ times the coulomb potential, $\beta$ is the reciprocal temperature $\frac{1}{\mathrm{~K}_{\mathrm{B}} \mathrm{T}}$ with $\mathrm{K}_{\mathrm{B}}$ the Boltzman constant and realizing that the radial correlation function must vanish for $r<R_{i j}$.
where $e_{i},{ }_{C_{i j}}=-\mathcal{j}$ are the $e_{i} e_{j} / \varepsilon r ; r>R_{i j} ; g_{i j}(r)=0 \quad r<R_{i j}$ charges of the ions of species $i$ and $j$. The exact solution for the direct correlation function for a binary electrolyte is obtained in the case $R_{1}=R_{2}$ and the thermodynamis following from the solution analyzed. The general structure for the general case of different sizes of hard spheres is also obtaine and its implications analyzed. The techniques employed in this work follow closely those used by Lebowitz in solving the Percus Yevick equation for fluids of hard spheres ${ }^{(1)}$ with unequal hard core diameters.
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## Abstract

The mean spherical model approximate integral equation applied to the primitive model for electrolytes is investigated. The primitive model for electrolytes considers the solvent only insofar as using the dieletric constant $\mathcal{E}$ of the medium in the Coulomb interaction between ions, which have additive hard core diameters. The solution is alectrically neutral.

The mean spherical model consists of approximating the direct correlation function for $r>R_{i j}$ ( $R_{i j}$ hard core diameter) by $-\beta$ times the coulomb potential, $\beta$ is the reciprocal temperature $\frac{1}{K_{B} T}$ with $K_{B}$ the Boltzman constant and realizing that the radial correlation function must vanish for $r<R_{i j}$.
 where $e_{i},{\underset{i}{j}}_{j}$ are the charges of the ions of species $i$ and $j$. The exact solution for the direct correlation function for a binary electrolyte is obtained in the case $R_{1}=R_{2}$ and the the rmodynamis following from the solution analyzed. The general structure for the general case of different sizes of hard spheres is also obtrained and its implications analyzed. The techniques emplayed in this work follow closely those used by Lebowitz in solving the Percus Yevick equation for fluids of hard spheres ${ }^{(1)}$ with unequal hard core diameters.

## CHAPTER I: The Primitive Model for Electrolytes

The simplest description of electrolytes is given by the so called primitive model. In this picture the solvent is only considered through the dielectric constant of the medium and the ions are thought to be charged hard spheres with additive diameters. (In this work we concern ourselves with the equilibrium properties of such a system for temperatures and densities for which the method of the Classical Statistical Mechanics theory are valid and meaningful. For aqueous solutions these temperatures are mostly room temperatures with densities of the order of 1 mol/liter). Therefore the primitive model consists of assuming that the potential energy of a system with $\mathcal{m}$ different kinds of ions is given by

$$
\begin{equation*}
V\left(\vec{r}_{1}, \vec{r}_{2}, \ldots, \overrightarrow{r_{N}}\right)=\sum_{i<j} v_{i j}\left(\left|\vec{r}_{i}-\vec{r}_{j}\right|\right) \tag{1.1}
\end{equation*}
$$

where

$$
v_{i j}(r)=q_{i j}(r)+e_{i} e_{j} / \varepsilon r
$$

here $N$ is the total number of ions of which we have $N_{1}$ of them with charge $e_{1}$, diameter $R_{1}, N_{i}$ of charge $e_{i}$ and diameter $R_{i}$, etc, such that as to make the overall system electrically neutral, that is

$$
\begin{equation*}
\sum_{i=1}^{m} N_{i} e_{i}=\sum_{i=1}^{m} \rho_{i} e_{i}=0 \tag{1.2}
\end{equation*}
$$

$\rho_{i}$ is the average number density of ions of species i. $q_{i j}(r)$ represents the hard spheres interaction between ions

$$
q_{i j}(r)= \begin{cases}\infty & \text { if } r<R_{i j} \\ 0 & \text { if } r>R_{i j}\end{cases}
$$

$$
\begin{align*}
& R_{i j}=R_{i} \text { and } R_{i j}=\left(R_{i}+R_{j}\right) / 2  \tag{1.3}\\
& \text { For simplicity we shall consider from here on a }
\end{align*}
$$ two-component system characterized by ( $e_{1}, R_{1}, \rho_{1}$ ) and ( $e_{2}, R_{2}, \rho_{2}$ ) with $\quad \begin{gathered}R_{2} \geqslant R_{1} \\ \rho_{1} e_{1}+\rho_{2} e_{2}=0\end{gathered} R_{21}=\frac{R_{1}+R_{2}}{2}$ and

for definiteness $R_{2} \geqslant R_{1}$. Therefore all sums $\left(\sum_{l}\right)$ are meant to be $\sum_{\ell=1}^{2}$.*

Before going on with the theory of electrolytes it is convenient to introduce the Statistical Mechanics functions we are going to use.

We will refer to the radial distribution function:

$$
\begin{equation*}
\rho_{i} g_{i j}\left(\vec{r}_{i}, \vec{r}_{j} ;\left\{n\left(\vec{r}_{i}\right)\right\} ;\left\{n\left(\vec{r}_{j}\right)\right\}, \rho_{k \neq i, j}, \beta ; v\right) \tag{1.4}
\end{equation*}
$$

which is the probability density of finding an ion of species i at $\vec{r}_{i}$ if an ion of species $j$ is at $\vec{r}_{j}$ independently of the positions of the N-2 other ions; $g_{i j}=g_{j i}$

Purposely we have indicated in (1.4) the full dependance of $g_{i j}$, here $\beta$ is the reciprocal temperature $V$ is the volume, $n\left(\vec{r}_{i}\right)$ is the local number

[^0]density of ions of species i. The question whether the limiting function $g_{i j}$ exists as $\quad V \rightarrow \infty$ and the number density going to $\rho_{i}$ is an open question. We will assume its existence and notice that in this limit and in the absence of external fields (homogeneity limit)*
(1.5) $\quad g_{i j}=g_{i j}\left(\left|\vec{r}_{i}-\vec{r}_{j}\right|, \rho_{1}, \ldots \rho_{i}, \ldots \rho_{m}, \beta\right)$

We will not write explicitly unless needed the dependance of $g_{i j}$ on $\rho_{i}$ and $\beta$.

We know some of the properties of the exact $g_{i j}(r)$ before solving.

Namely,

$$
\text { (1.5a) } \quad g_{i j}(r)=0 \quad \text { for } \quad r<R_{i j}
$$

which is just the statement of hard spheres impenetrability.
$g_{i j}(\eta) \rightarrow 1$ (at least for a single phase system) in such a way as to make the following integral convergent:
(1.5b) $\int_{0}^{\infty}\left|g_{i j}(r)-1\right| r d r<\infty$

We will also use the direct correlation $C_{i j}(r)$ functions of Ornstein and Zernike ${ }^{(6)}$ defined in the infinite volume limit for homogenous system by $\quad\left(h_{i j} \equiv g_{i j}-1\right)$
(1.6) $\quad h_{i j}(r) \equiv C_{i j}(r)+\int_{v \rightarrow \infty} \sum_{l} \rho_{l} h_{i l}(|\vec{r}| \mid) C_{e j}(|\vec{r}-\vec{r}| \mid) d^{3} \vec{r} \mid$

* The thermodynamic limit has been shown to exist only recently by Lebowitz and Lieb in reference (13) for systems of particles interacting via Coulomb interaction if the particles have hard cores, or the Pauli exclusion principle is valid for the guantum domain. A further requirement of the proof is the overall electrnneutrality of the fluid, and it is only valid for the free energy density, existence has not been proven rigorfor for the correlation functions.

$$
\text { And we know } C_{i j}(r)=C_{j i}(r)
$$

From the point of view of the rigorous Statistical Mechanics theory it is in principle possible to solve for $\dot{g}_{i j}$ from its definition. In practice the problem is so complicated that in 50 years of existence of the model the approximaltions used are only valid for very low ion concentrations.*

It is the scope of this dissertation to investigate the properties of a particular approximation to the primitive model, we shall define it in Chapter 2 called the mean spherical model (m.s.m.).

It is well known that for the rigorous theory all the different methods of obtaining the thermodynamics of the system in question are equivalent, for instance from the knowledge of $g_{i j}(r)$ it is possible to calculate the pressure calcubating the free energy with $g_{i j}(r)$, get it from the Virial theorem or the compressibility relation, etc. When dealing with approximations, however, the different methods will yield different results for the thermodynamics of the given system. Keeping this in mind we will make explicit whenever working out thermodynamic properties via which way we have done it.

The most important approximation was made 47 years ago by Debye and Hückel ${ }^{(2)}$ and it is valid for the limit of

[^1]infinitely diluted electrolytes with zero diameters of hard cores.* It was derived with completely different techniques than the ones we use here, but it is equivalent to the assumption that the direct correlation function is given by
\[

$$
\begin{equation*}
C_{i j}(r)=-\beta \quad e_{i} e_{j} / \varepsilon r \quad 0<r<\infty \tag{1.7}
\end{equation*}
$$

\]

Yielding

$$
\begin{array}{r}
g_{i j}(r)=1-\frac{\beta}{\varepsilon} e_{i} e_{j} e^{-x r / r}  \tag{1.8}\\
x^{2}=4 \pi \frac{\beta}{\varepsilon} \sum_{l} \rho_{l} e_{l}^{2} ; x \quad \text { is called }
\end{array}
$$ the inverse Debye length. From (1.8) all the thermodynamics can be calculated for the system. All the deficiencies of this approximation have been discussed over the years (the most obvious one $\left|g_{i j}\right| \xrightarrow[r \rightarrow 0]{ } \infty$ ), yet it has been proven

correct in the very low concentration limit and its main feature is that assymptotically as $r \rightarrow \infty ;-1+g_{i j} \rightarrow$ Constant $\frac{e^{-r r}}{r}$ which is a property of the screening of
the Coulomb potential due to the electrical neutrality of the electrolyte.

* We refer to the original $D-H$ theory, later attempts took account of the hard sphere part of the ion -ion interaction.

A recent new development for the theory of alectrolytes is the work by Stillinger and Lovett ${ }^{(15)}$ in which through rigorous and phenomenological considerations, they prove the existence of moment relations. We shall call these the Stillinger-Lovett moment relations for the exact radial correlation function.

They are:

$$
\begin{equation*}
4 \pi \sum_{l} \rho_{l} e_{l} \int_{0}^{\infty} g_{i l}(r) r^{2} d r=-e_{i} \tag{1.9a}
\end{equation*}
$$

which are the well-known local electroneutrality conditions and

$$
\begin{equation*}
4 \pi \sum_{l, m} \rho_{l} \rho_{m} e_{e} e_{m} \int_{0}^{\infty} g_{l m}(r) n^{4} d r=-6 \sum_{l}^{\sum} \rho_{l} e_{l}^{2} / x^{2} \tag{1.9b}
\end{equation*}
$$

In particular the Debye Hückel approximated $\mathrm{g}_{\mathrm{ij}}$
fulfill these two moment conditions.
Besides giving a new element to judge a given approximation, Stillinger-Lovett prove in reference (16) that (1.9a) and (1.9b) prove the existence of oscillations in the charge cloud density for high enough ion concentrations if hard spheres interactions are present between ions.*

* We define the charge cloud density by

$$
Q_{j}(r)=\sum_{l} \rho_{l} e_{l} g_{j i}(r)=\sum_{l} \rho_{l} e_{l} q_{l j}(r)
$$

For simplicity we will just reproduce the argument
for the case $Z_{1}=-e_{2}=e_{;} \quad \rho_{1}=\rho_{2}=\rho ; \quad R_{1}=R_{2}=R \quad$. For this case we have (we can integrate from $r=R$ because of (1.5a)).
$4 \pi \rho \int_{R}^{\infty}\left[g_{11}(r)-g_{12}(r)\right] r^{2} d r=-1$
and
(1.10b)
$4 \pi \rho \int_{R}^{\infty}\left[g_{11}(r)-g_{12}(r)\right] r^{4} d r=-6 / x^{2}$.
If we assume $g(r) \equiv g_{1 /}(r)-g_{12}(r)<0 \quad$ (as in the Debye Huckel approximation) we have noticing that $r^{4} \geqslant r^{2} R^{2}$ for $\geqslant R$ from (1.10b) $4 \pi \rho R^{2} \int_{R}^{\infty} g(r) r^{2} d r \geqslant-6 / x^{2}$ using (1.10a) this implies $-R^{2} \geqslant-6 / x^{2}$ or $x^{2} R^{2} \leqslant 6$ which shows that for $\quad x^{2} R^{2} \geqslant 6 \quad g(r)$ can not be always negative. We shall call $\quad x_{\text {crit }} \equiv(x R)_{\text {crit }} \quad$ the value of $x$ such that if $x>x_{c r i t}$ roots of $g(r)=o$ equation exist.

Finally other recent contribution to the understanding
of the primitive model comes from the work of Rasaiah and Friedman. (7) They have done extensive calculations for the primitive model using different approximations leading to various integral equations. They have come to the conclusion that the hypernetted-chain approxmation is the best among the ones they considered for the primitive model. In a later paper they compare their results with machine calculations done by P. N. Voronstov-Veliamirov and A.M. Eliashevich. We shall compare some of our results with this work for $R_{1}=R_{2}=R$ and $\quad e_{1}=-e_{2}=e \quad$ for various densities in Chapter 3.

## Motivations for the Mean Spherical Model

The mean spherical model approximate integral equation was constructed by Lebowitz and Percuss ${ }^{(8)}$ as a generaliration to continuum systems of the well known spherical model for Using spin systems. It consists of approximating the direct correlation function of the fluid by $-\beta v_{i j}(n)$ for $r>R_{i j}$ and recognizing the fact that the radial distribution function $g_{i j}(r)$ must be zero for $r<R_{i j}$ where $R_{i j}$ is the distance of closest approach between molecules of class $i$ and $j$. Therefore we have

$$
\begin{equation*}
g_{i j}(r)=0 \quad \text { for } r<R_{i j} \tag{2.1}
\end{equation*}
$$

$$
C_{i j}(r)=-\beta v_{i j}(r) \text { for } r>R_{i j}
$$

For the primitive model of electrolytes we therefore obtain

$$
\begin{array}{lll}
g_{i j}(r)=0 & \rho r & r<R_{i j}  \tag{2.2}\\
C_{i j}(r)=-\beta e_{i} e_{j} / \varepsilon r & \text { for } r>R_{i j}
\end{array}
$$

The several arguments that make this approximation plausible are:
(a) The original Debye-Hückel ${ }^{(2)}$ theory for infinitely diluted electrolytes is included in the m.s.m. when $R_{i j} \rightarrow 0$
(b) When expanding graphically.

$$
C_{i j}(r)=-\beta v_{i j}(r) \quad \forall r ; 0<r<\infty
$$

is the first order approximation in the high temperature limit ${ }^{(9)}$.
(c) When $e_{i} \rightarrow 0$ we recover the P.Y. approximation for the uncharged hard spheres system that works extremely well when compared with the rigorous Statistical Mechanics Theory and experiments.
(d) As a kind of a posteriori argument we have found meaningful cases for which we have obtained the exact solution for the m.s.m. (namely $R_{1}=R_{2}=R$ equal size of hard cores); and we are confident that the m.s.m. can be solved exactly in other cases.
(e) Imposing the valid condition that $\mathrm{rC}_{\mathrm{ij}}(\mathrm{r})$ remains bounded for $r<R_{i j}$ (of course by construction it is already bounded for $r>R_{i j}$ ), the m.s.m. satisfies the StillingerLovett relations for the primitive model of electrolytes as we have discussed it in Chapter I.

The proof we are going to give was constructed by Groeneveld ${ }^{(11)}$ and works not only for the m.s.m. but any theory of electrolytes (like the mis.m.) for which it is true that
(2.3)

$$
\hat{C}_{i j(k)}{ }^{*}=-4 \pi e_{i} e_{j \beta} / \varepsilon k^{2}+\xi_{i j}(k)
$$

Where $\lim _{k \rightarrow 0} k^{2} \xi_{i j}(k)=0 ; \quad \hat{C}_{i j}(k)$
is the 3 -dimensional Fourier transform of $C_{i j}(r)$ and (2.3)

$$
\begin{aligned}
& \text { is the statement that } c_{i j}(r)=-\beta e_{i} e_{j} / \varepsilon r+o\left(\frac{1}{r}\right) \text { as } r \rightarrow \infty \\
& \text { and that } \lim _{r \rightarrow 0} c_{i j}(r) r \text { exists and it is finite. } \\
& \text { It is straightforward to see that stillinger-Lovett } \\
& \text { moment relations are in Fourier space given by } \\
& \text { (2.4a) } \underbrace{}_{k \rightarrow 0} \sum_{l} \rho_{l} e_{l} \hat{g}_{i l}(k)=\lim _{k \rightarrow 0} \sum_{l} \rho_{l} e_{l} h_{i l}(k)=-e_{i} \\
& \text { and } \lim _{k \rightarrow 0} \sum_{\ell, m} \rho_{l} \rho_{m} e_{l} e_{m} d^{2} \hat{g}_{l m}(k) / d \ell_{l}^{2}=
\end{aligned}
$$

$$
\text { (2.4b) }=\lim _{k \rightarrow 0} \sum_{\ell, m} \rho_{l} \rho_{m} e_{l} e_{n} d^{2} \hat{h}_{l m}(k) / d k^{2}=\varepsilon / 2 \pi \beta
$$

$$
\hat{g}_{i j}(k) \text { and } \hat{h}_{i j}(k)
$$

are the 3 -dimensional Fourier transforms of $g_{i j}(r)$ and $h_{i j}(r)$
respectively. Using the convolution theorem for 3-dimen-
sional Fourier transform the defining relation between
$C_{i j}(r)$ and $g_{i j}(r)(e q .1 .6)$ becomes in Fourier space:

* The 3-dimensional Fourier transform of a function $\gamma(\vec{r})$
is defined by

$$
\hat{\gamma}(\vec{k})=\int_{V} \gamma(\vec{r}) e^{i \vec{k} \cdot \vec{r}} d^{3} \vec{r}
$$

then if $\quad \gamma(\vec{r})=\gamma(|\vec{r}|)$ it implies $\hat{\gamma}(\vec{k})=\hat{\gamma}(|\vec{k}|)$

$$
\begin{aligned}
& \text { (II.5) } \hat{h}_{i j}(k)=\hat{C}_{i j}(k)+\sum_{l} \rho_{l} \hat{h}_{i l}(k) \hat{C}_{l j}(k) \\
& \text { or in matrix notation: } \quad \hat{\underline{h}}(k)=\widehat{\underline{C}}(k)[\underline{I}-\underline{\underline{\varrho}}(k)]^{-1} \\
& \underline{\theta} \equiv\left(\begin{array}{cc}
\rho_{1} & 0 \\
0 & \rho_{2}
\end{array}\right) \quad I \equiv\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
\end{aligned}
$$

Going to the $k=0$ limit we can write from (2.5).

$$
\lim _{k \rightarrow 0} \sum_{l}\left(\hat{h}_{i l}(k)\right)\left(\delta_{l j}-\rho_{l} \hat{C}_{l j}(k)\right)=\lim _{k \rightarrow 0} \hat{C}_{i j}(k)
$$

Multiplying through by $\mathrm{k}^{2}$ and imposing (2.3) we have

$$
\begin{aligned}
& -\lim _{k \rightarrow 0} \sum_{l} \hat{h}_{i l}(k) \rho_{l} k^{2} \hat{C}_{l j}(k)=\lim _{k \rightarrow 0} \hat{C}_{i j}(k) k^{2} \\
& \lim _{k \rightarrow 0} \sum_{l} \hat{h}_{i l}(k) \rho_{l} e_{l} e_{j}=-e_{i} e_{j}
\end{aligned}
$$

which takes us to the desired relation: $\lim _{k \rightarrow 0} \sum_{\ell} \rho_{l} e_{l} \hat{h}_{i}(k)=-e_{i}$ For the second moment relation we have from (2.5)

$$
\hat{\underline{h}}(k)=\frac{\hat{\underline{\hat{c}}}(k)-\Delta(k)\left(\begin{array}{cc}
\rho_{2} & 0 \\
0 & \rho_{1}
\end{array}\right)}{1-\rho_{1} \hat{c}_{11}-\rho_{2} \hat{c}_{22}+\rho_{1} \rho_{2} \Delta(k)}
$$

where

$$
\Delta(k) \equiv \operatorname{det} \hat{\varrho}(k)=\hat{c}_{11}(k) \hat{C}_{22}(k)-\left(\hat{C_{12}}(k)\right)^{2}=\operatorname{det} \underline{\underline{\xi}}(k) \text {, }
$$

the last equality follows from (2.3) so we will have (using (2.3) again)

$$
\sum_{e, m} \rho_{e} \rho_{m} e_{e} e_{m} \hat{h}_{e m}(k)=
$$

differentiating twice and going to $k \rightarrow 0$ limit we get

$$
\begin{aligned}
& \lim _{k \rightarrow 0} \sum_{l, m} \rho_{l} \rho_{m} e_{l} e_{m} d^{2} \hat{h}_{l m}(k) / d k^{2}=\lim _{k \rightarrow 0} \frac{d^{2}}{d k^{2}} \frac{\left(\rho_{1} e_{1}^{2}+\rho_{2} e_{2}^{2}\right)^{2}}{\rho_{1} e_{1}^{2}+\rho_{2} e_{2}^{2}-\varepsilon k^{2} / d \pi \rho}= \\
& =\varepsilon / 2 \pi \beta
\end{aligned}
$$

which is the wanted result. Here we have assumed that $\xi_{i j}(k)$ is twice differentiable near $k=0$.

CHAPTER III: The mean spherical model (m.s.m.)

As we already said the m.s.m. for the primitive model of an electrolyte consists of the following equations:
(3.1a)

$$
g_{i j}(r)=0 \text { for } r<R_{i j}
$$

(3.1b)

$$
C_{i j}(r)=-\beta v_{i j}(r)=-\beta \frac{e_{i} e_{j}}{\varepsilon r} \text { for } r>R_{i j}
$$

Equation (3.1a) is a true statement that the exact radial distribution function must satisfy and comes about from the impenetrability of hard spheres. Therefore (3.1b) constitutes the approximation to the exact theory given by the m.s.m.

Since we already have the equation relating $C_{i j}(r)$ with $g_{i j}(r)$ eq. 1.6 , solving the m.s.m. consists of obtaining $C_{i j}(r)$ for $r<R_{i j}$ such that $g_{i j}(r)=0$ for $r<R_{i j}$, and conjunctly with (3.1b) $C_{i j}$ determined $\frac{2}{r} r$, then $g_{i j}(r)$ is determined by inverting the relationship between $g_{i j}$ and $C_{i j}$.

Rewriting the defining equation between $g_{i j}$ and $C_{i j}$ (Eq. 1.6).

where we have introduced $h_{i j}(r)=g_{i j}(r)-1$. We now define a matrix $C_{i j}^{0}$ such that

$$
\begin{equation*}
C_{l j}(r) \equiv C_{i j}^{0}(r)-\beta e_{i} e_{j} / \varepsilon r \tag{3.3}
\end{equation*}
$$

It is immediately seen that $C_{i j}^{0}(r)=0$ for $r>R_{i j}$ to satisfy (3.1b).

Using the electrical neutrality of the electrolyte solution

$$
\sum_{l} \rho_{l} e_{l}=0 \quad, \text { we notice }
$$

$$
\sum_{l} \rho_{l} \int_{V} C_{e j}(|\vec{r}-\vec{r}| 1) d^{3} \vec{r}_{i}=
$$

(3.4)

$$
\begin{aligned}
& =\sum_{l} \rho_{l} \int_{V} C_{e j}^{(0)}\left(\left|\vec{r}-\vec{r}^{\prime}\right|\right) d^{3} \vec{r}^{\prime}-\beta_{\varepsilon} \beta_{j} \sum_{l}^{\sum_{l} \rho_{l} e_{l}} \int_{V} \frac{d^{3} \overrightarrow{r^{\prime}}}{\left|\vec{r}^{\prime}-\vec{r}^{\prime}\right|}= \\
& =\sum_{l} \rho_{e} \int_{V} C_{e j}^{(0)}\left(\left|\vec{r}-\vec{r}^{\prime}\right|\right) d^{3} \overrightarrow{r^{\prime}}
\end{aligned}
$$

With exactly the same arguments we have
(3.5)

$$
\sum_{l} \rho_{l} e_{l} e_{j} \int_{V} \frac{h_{i} l\left(\left|\vec{r}^{\prime}\right|\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|} d^{3} \vec{r}^{\prime}=\sum_{l} \rho_{l} e_{l} e_{j} \int_{V} \frac{g_{i} \ell(|\vec{r} \cdot|) d^{3} \vec{r}^{\prime}}{\left|\vec{r}-\vec{r}^{\prime}\right|}
$$

* Here $V$ is the volume of the system that is then made to go to the $V \rightarrow \infty ; \rho_{i} \rightarrow$ canst, $\rho_{j \rightarrow c o n s t a n t ~ t h e r m o d y n a m i c ~}^{c}$ limit that as we stated in Chapter $I$ was proven to exist for the partition function by Lebowitz and Lied (13) and it is assumed to exist for the pair correlation function we are here working with. Besides we work throughout with ${ }_{\text {the }}$ mean densities $\mathrm{P}_{\ell}$ which implies, of course, the limit $\quad V \rightarrow \infty$

Now substituting (3.3) and (3.5) in (3.2) we get: (When no dependence on distances is indicated we understand the function to be dependent on $r$ ).

$$
h_{i j}=C_{i j}^{0}-\frac{\beta}{\varepsilon \pi} e_{i} e_{j}+\sum_{\ell} \int_{l} \int_{V} h_{i l}(|\vec{r}|) C_{e j}^{0}\left(\left|\vec{r}-\vec{r}^{\prime}\right|\right) d^{3_{0}^{\prime}}
$$

(3.6)

$$
-\frac{\beta}{\mathcal{E}} \sum_{\ell} \rho_{\ell} e_{e} e_{j} \int_{V} h_{i \ell}\left(\left|\vec{r}^{\prime}\right|\right) \frac{d^{3 \vec{r}} \vec{r}^{\prime}}{\left|\vec{r}-\vec{r}^{\prime}\right|}
$$

We now work in spherical coordinates with the second integral in the right hand-side of equation (3.6), namely $I=\int_{0}^{\infty} x^{2} g_{i l}(x) \quad$; performing the angular integration $\quad I$ becomes

$$
I=\frac{4 \pi}{r} \int_{0}^{r} g_{i l}(x) x^{2} d x+4 \pi \int_{\pi}^{\infty} g_{i l}(x) x d x
$$

Further $\int$ can be written
(3.7) $I=\frac{4 \pi}{2} \int_{0}^{\infty} g_{i l}(x) x^{2} d x-\frac{4 \pi}{\Omega} \int_{\pi} g_{i l}(x) x^{2} d x+4 \pi \int_{i l}(x) x d x$

On the other hand the (Equation 1.9a) implies
(3.8)

$$
4 \pi \sum_{l} \rho_{l} e_{l} \int_{0}^{\infty} g_{i l}(x) x^{2} d x=-e_{i}
$$

Therefore equation (3.6) with the help of (3.7) and (3.8) reads:
(3.9)

$$
\begin{aligned}
& h_{i j}-c_{i j}^{0}-\sum_{l} \rho_{l} \int_{V} h_{i l}\left(\left|\vec{r}^{\prime}\right|\right) C_{l j}^{0}\left(\left|\vec{r}^{-}-\vec{r}^{\prime}\right|\right) d^{3} \vec{r}^{\prime}= \\
= & -\frac{4 \pi \beta}{\varepsilon} \sum_{l} \rho_{l} e_{l} e_{j}\left[\int_{r}^{\infty} g_{i l}(x) x d x-\frac{1}{r} \int_{r}^{\infty} g_{i} l(x) x^{2} d x\right]
\end{aligned}
$$

The left -hand side of this equation equated to zero would be precisely the P.Y. equation for pure hard spheres potential if instead of $C_{i j}^{0}$ we had the full (hard spheres) $C_{i j}$. Recalling the techniques Lebowitz ${ }^{(1)}$ employs we see that we can use the same manipulations for the lefthand side of equation (3.9) because as in the case of pure hard spheres we also have here,
(a)
$C_{i j}^{0}(r)=0$
for $r>R_{i j}$
(b) We only will admit solutions such that is bounded for $0 \leqslant r \leqslant R_{i j}$
(c) $\quad h_{i j}(n)=-1$ for $\quad r<R_{i j}$

We therefore define

$$
\sigma_{i j}(r)=2 \pi \sqrt{\rho_{i} \rho_{j}} r \begin{cases}g_{i j} & \text { for } r>R_{i j}  \tag{3.10}\\ -C_{i j}^{0} & \text { for } r<R_{i j}\end{cases}
$$

Multiplying both sides of equation (3.9) by
$2 \pi \sqrt{\rho_{i} \rho_{j}} r$ and using bipolar coordinates for the left
hand-side, we obtain
(3.11)

$$
\begin{equation*}
\text { we obtain } \quad \iint^{\infty} d_{\text {a }}{\operatorname{Min}\left[r+y_{j} \operatorname{Rej}\right]^{*}}^{*} \tag{3.11}
\end{equation*}
$$

 double integral vanishes for $r$ 's such that the two inequalities are not simultaneously satisfied.

Where $\quad A_{i j}=2 \pi \sqrt{\rho_{i} \rho_{j}} a_{j}=$

$$
\begin{aligned}
& =2 \pi \sqrt{\rho_{i} \rho_{j}}\left[1-\sum_{l} \rho_{l} \int_{V} C_{l j}\left(\left|\vec{r}^{\prime}\right|\right) d^{3} \vec{r}^{\prime}=\right. \\
& =2 \pi \sqrt{\rho_{i} \rho_{j}}\left[1-4 \pi \sum_{l} \rho_{l} \int_{0}^{R_{e j}} C_{l j}^{(0)}(x) x^{2} d x ;\right. \text { with } \\
& x=|\vec{r}|
\end{aligned}
$$

Differentiating $\quad \frac{d}{d r}$ both sides we get, (since
we have assumed $R_{2} \geqslant R_{1}$, it follows that

$$
\begin{aligned}
& \left.\left.\min \left[r+y_{j} R_{e_{j}}\right]=R_{\ell_{j}} \quad \text { unless }(i, j)=(1,2)\right)\right) \\
& \sigma_{i j}^{(1)}-A_{i j}-\sum_{l} \int_{\substack{|r-y|<R_{e j} \\
y>R_{i l}}} d y \sigma_{i l}(y) \sigma_{\ell j}(|\vec{r}-y|) \operatorname{sign}(r-y)+ \\
& +P_{i j}(r)=-4 \pi \frac{\beta}{\varepsilon} \sum_{\ell} \sqrt{\rho_{\ell} \rho_{j}} e_{\ell} e_{j} \int_{\text {Max }}^{\infty}\left[r, R_{i l}\right] . \\
& \text { where } \quad P_{i j}(r)=\delta_{i 1} \delta_{j 2}\left\{\begin{array}{l}
0 \quad f \quad r \geqslant \frac{R_{2}-R_{1}}{2} \equiv \lambda \\
\sum_{l} \int_{R_{1,+2}}^{R_{l 2}} \sigma_{l l}(z-r) \sigma_{l 2}(z) d z ; r \leqslant \lambda
\end{array}\right. \\
& \text { * We use the notation } \zeta_{i j}{ }^{(1)}, \sigma_{i j}{ }^{(2)} \text { to mean first and } \\
& \text { second derivatives with respect to } r \text { respectively. }
\end{aligned}
$$

From equation (3.11) we have for $(i, \jmath) \neq(1,2)$
(but that's enough because we know $\left.\sigma_{12}(r)=\sigma_{21}(r) \gamma^{\prime}\right)$

$$
\sigma_{i j}(0)=\frac{4 \pi \beta}{\varepsilon} \sum_{l} \sqrt{\rho_{l} \rho_{j}} e_{l} e_{j} \int_{R_{i l}}^{\infty} \sigma_{i l}(x) x d x
$$

(the double integral term vanishes because $|r-y|=y$ for
$r=0$ and $y>R_{i e} \geqslant R_{e j} f_{\Omega}(i, j) \neq(1,2)$
therefore the $U$ integral is null).

Rewriting $\sigma_{i \ell}(x)$ in terms of its definition (3.10) and remembering $g_{i l}(m)=0 \quad \rho_{\Omega} \quad r<R_{i l}$ we have

$$
\sigma_{i j}(0)=\frac{4 \pi \beta}{\varepsilon} \sum_{l} \sqrt{\rho_{j} \rho_{i}} 2 \pi \rho_{l} e_{e} e_{j} \int_{0}^{\infty} g_{i} l(x) x^{2} d x=
$$

(3.13)

$$
=-\frac{2 \pi \beta}{\varepsilon} \sqrt{\rho_{i} \rho_{j}} e_{i} e_{j} \equiv-\frac{K^{2}}{4} D_{i j}=-\frac{K^{2}}{4}\left(D_{i j}\right.
$$

Where we used again Equation (1.9a).

* We have defined $\quad K^{2} \equiv 8 \pi / \frac{\beta}{\varepsilon} \quad$ and $D_{i j} \equiv \sqrt{\rho_{i} \rho_{j}} e_{i} e_{j}$.

Here $\quad \sigma_{i j}(0) \neq 0 \quad$ and this is an
important difference between our case and the pure hard spheres one.

$$
\text { From equation (3.12) we have (again }(i, j) \neq(1,2)
$$

and the integral on the left hand-side vanishes for $r=0$ )

$$
\begin{aligned}
& \text { (3.14) } \quad \sigma_{i j}^{(1)}(0)=A_{i j}-4 \pi \frac{\beta}{\varepsilon} \sum_{l} \sqrt{l_{l} \rho_{j}} e_{l} e_{j} \\
& \int_{R_{i l}} \sigma_{i l}(x) d x= \\
&= A_{i j}-\frac{K^{2}}{2} V_{i j} ; \text { with } \quad(\underline{=})_{i j}=V_{i j} \equiv \sum_{l} B_{i l} D_{l j} \\
& \text { where } \quad B_{i l}=\int_{R_{i l}}^{\infty} \sigma_{i l}(x) d x
\end{aligned}
$$

It also follows from (3.12) that
(3.15) $\sigma_{21}(r)=\sigma_{12}(r)=\left(A_{21}-\frac{K^{2}}{2} V_{21}\right) r$ for $\quad r \leqslant \lambda$.
III. 1 smoothness of $\sigma_{i j}$

By inspecting equation (2.11) we see that $\sigma_{i j}(r)$ can not have any $\quad \delta$-like singularities in its entire range of definition and furthermore we also can prove from
equation (3.11) and its derivatives that:
(a) $\sigma_{i i}(r) ; \sigma_{i i}^{(1)}(r) ; \sigma_{i i}^{(2)}(r) ; \sigma_{21}^{(1)}(r)$
are continuous for $0<r<\infty$ and
(b) $\sigma_{21}^{(2)}(r)$ is discontinuous only across $r=\lambda$, for $0<r \leq R_{21}$

It is easily seen that the only points at which one might expect discontinuities in $\sigma_{\dot{y}}$ and its 2 first derivatives are $r=R_{i l l} r=R_{i l}+R_{\ell j} ; \ell=1,2$; and $r=\lambda$. For $(i, j) \neq(1,2)$ we have from equation (3.11) and (3.12) that $\sigma_{i j}$ and $\sigma_{i j}^{(1)}$ are continuous everywhereparticularly across $R_{i j}$ and $\lambda$, because if we write from equations (3.11) and (3.12) $\sigma_{i j}(r+\varepsilon)-\sigma_{i j}(r)$; and $\sigma_{i j}^{(1)}(r+\varepsilon)-\sigma_{i j}^{(1)}(r), \varepsilon>0$.
we see that all the other terms in the equations are contenuous. Next we can prove that

- $\sigma_{i j}^{(2)}$ is continuous across $R_{i j}$
$\ldots \sigma_{21}^{(2)}=\sigma_{12}^{(2)}$ is discontinuous across $\lambda$
$\cdots \sigma_{i j}^{(2)}$ is discontinuous across $R_{i \ell}+R_{i j}$

To see this we rewrite equation (3.12) replacing
the condition in the integral of the left hand-side that if

$$
|r-y|<R_{e} j \quad \text { it vanishes, by a Heaviside function }
$$

Eq. (3.12) becomes then for

$$
(i, j) \neq(1, z)
$$

$$
\begin{aligned}
& \sigma_{i j}^{(1)}-A_{i j}-\sum_{l} \int_{R_{i l}}^{\infty} d y \sigma_{i l}(y) \sigma_{e_{j}}\left(\mid r_{-y l}\right) \operatorname{sign}(r-j) \partial l\left(R_{l j}-|r-y|\right)= \\
& =-\frac{4 \beta}{\varepsilon} \sum_{\substack{e}}^{\sum_{i f} \sqrt{\rho_{l} \rho_{j}}} e_{e} e_{j} \int_{\text {differentiating we obtain }}^{\infty} \sigma_{l e}(x) d x \\
& \text { (3.17) } \\
& \sigma_{i j}^{(2)}-\sum_{l} \frac{d}{d r} Q_{i j l}=4 \pi \frac{\beta}{\varepsilon} \sum_{l} \sqrt{\rho_{l} \beta_{j}} e_{l} e_{j} \sigma_{i l}(r) x\left(r-\beta_{i e}\right)= \\
& =-2 \sum_{l} \sigma_{l j}(0) \sigma_{i l}(r) x\left(r-p_{i l}\right)
\end{aligned}
$$

where

$$
Q_{i j l}(r)=\int_{R_{i l}}^{\infty} d y \sigma_{i l}(y) \sigma_{l j}(|r-y|) s r_{x}(r-y) d e\left(R_{e_{j}}-|r-j|\right)
$$

and the last equality in Eq. (3.16) follows from (3.13). Now

$$
\begin{aligned}
& \frac{d}{x=} Q_{i j l}(r)=\int_{B_{i l}}^{\infty} d y \sigma_{i l}(y) \sigma_{l j}^{(1)}\left(\mid r-y^{\prime}\right) \operatorname{sign}(r-y) x\left(R_{e j}-|r-y|\right)+ \\
& +2 \int_{R_{i l}}^{\infty} d y \sigma_{i l}(y) \sigma_{l j}(|r-y|) \delta(r-y) x\left(R_{e_{j}}-|r-y|\right)+\int_{R_{i} l}^{\infty} d y \sigma_{i l}(y) \sigma_{e_{j}}(|r-y|) d\left(\left(y-\left(-++R_{e j}\right),\right.\right. \\
& +\int_{R_{i l}}^{\infty} d y \sigma_{i l}(y) \sigma_{l j}(|r-y|) \delta\left(r-R_{\rho j}-y\right) \\
& \text { Calling the four terms of the derivative of } Q_{i j} \ell
\end{aligned}
$$

$$
Q_{0}, Q_{1}, Q_{2}, Q_{3} \quad \text { we have. }
$$

Q。 continuous everywhere

$$
\begin{aligned}
& Q_{1}=>0 \quad \begin{array}{l}
\text { if } \quad r<R_{i l} \\
2 \sigma_{i l}(r) \sigma_{l j}(0) \quad r>R_{i l}
\end{array} \\
& Q_{2}=\longrightarrow(i, j)=(2,1) \quad\left\{\begin{array}{lll}
0 & \text { if } & r<\lambda \\
\left.\sigma_{i \ell\left(r+R_{\ell j}\right.}\right) & \sigma_{\ell j}\left(R_{\ell j}\right) & j r>\lambda
\end{array}\right. \\
& \sigma_{i l}\left(r+R_{e_{j}}\right) \sigma_{\ell j}\left(R_{e_{j}}\right) \text { er }
\end{aligned}
$$

(3.18)

if

$$
r<R_{i \ell}+R_{\ell j}
$$

$$
i \ell\left(r-R_{\ell j}\right)
$$

$$
\sigma_{\ell j}\left(R_{\ell_{j}}\right), \text { for } r>R_{i l}+R_{e_{j}}
$$

Putting (3.18) back in (3.17) we see that the discontinuity in $\frac{d}{d \eta} \sum_{\ell} Q_{i j}$ is just cancelled with the discontinuity for the right hand-side at $R_{i \ell}$. Clearly this shows that the statements (a) and (b) of page 23 are true.

## III. 2 The Laplace Space Equation for the m.s.m.

To seek the solution for the m.s.m. we take the Laplace transform of equation (3.12), that is, given $f(r)$ its Laplace cransform is defined by

$$
\mathcal{L}(f(r))=\int_{0}^{\infty} f(r) e^{-s r}
$$

The Laplace transform of the left hand-side of
equation (3.12) yields the same expression that the P.Y. equation for uncharged hard spheres did with the exception of the fact that $\sigma_{i j}(0) \neq 0$ for the charged system (Eq. 3.13), so recalling that

$$
\mathcal{L}\left(\sigma_{i j}(r)\right)=s \alpha\left(\sigma_{i j}(r)\right)-\sigma_{i j}(0)
$$

we get for the left hand-side: (using (3.13).

$$
\begin{aligned}
& s[\underline{G}(s)+E(s)]+\frac{K^{2}}{4} \underline{D}-\underline{A} / s+\underline{G}(s)[\underline{E}(s)-\underline{E}(-s)]-\underline{\underline{r}}(s)= \\
= & \mathcal{L}\left[-\frac{K^{2}}{2} \sum_{l} \sqrt{\rho_{l} \rho_{j}} e_{l} e_{j} \int_{\operatorname{Mar}\left[z_{i}, e_{i l}\right]}^{\infty} \sigma_{l}\right](x) \\
= & -\frac{K^{2}}{2 s} \underline{=}+\frac{K^{2}}{2} \underline{\underline{G}}(s) \underline{\underline{D}}
\end{aligned}
$$

$$
\text { where }(\underline{G})_{i j}=G_{i j}(s)=\quad \int_{R_{i j}}^{\infty} \sigma_{i j}(r) e^{-s R} d r
$$

(3. B)

$$
\begin{gathered}
(\Gamma)_{i j}=\Gamma_{i j}(s)=\delta_{i 1} \delta_{j 2} \Gamma_{12}(s)=\delta_{i,} \delta_{j 2}[P(-s)-P(s)] \text { where } \\
P(s)=\int_{0}^{\lambda} e^{-s r} P(r) d r
\end{gathered}
$$

The matrices $\underset{\underline{V}}{ }$, $\underset{\underline{D}}{ }$ have already been defined and
so have $P(r)$ and $K$.
Grouping :

$$
\begin{aligned}
& \text { (3.19) } \quad \stackrel{G}{=}(s)\left[\underline{I} s^{2}-s \underline{F}^{ \pm}(s)-\frac{K^{2}}{2} \underline{\underline{D}}\right]= \\
&= {\left[\underline{\underline{A}}-s^{2} \underline{\underline{F}}(s)+s \underline{\Gamma}(s)-\frac{K^{2}}{4}(s \underline{\underline{D}}+2 \underline{\underline{V}})\right] } \\
& \text { where } \quad \underline{F}^{ \pm}(s) \text { is a shorthand symbol for } \underline{F}(s)-\underline{\underline{F}}(-s) \\
& \text { Solving for } G:
\end{aligned}
$$

$$
\begin{aligned}
& \underline{\underline{G}}(s)=\left[\underline{A}+s \underline{\underline{\Gamma}}-s^{2} \underline{\underline{F}}-\frac{K^{2}}{4}(s \underline{\underline{D}}+2 \underline{\underline{V}})\right] . \\
& \cdot\left[s^{2} \underline{\underline{I}}-s \underline{\underline{F}}^{ \pm}(s)-\frac{K^{2}}{2} \underline{D}\right]^{-1}=H(s) \underline{K}(s)
\end{aligned}
$$

(3.20)
where

$$
\begin{aligned}
& \underline{H}(s)=A+s \underline{=}-s^{2} \underline{=}-\frac{K^{2}}{4}(s \underline{\underline{D}}+2 \underline{V}) \\
& \underline{K}(s)=\left[\underline{I} s^{2}-s \underline{F}^{+}(s)-\frac{K^{2}}{2} \underline{=}\right]^{-1}
\end{aligned}
$$

We can verify that equation (3.19) goes to the correct $P . Y$. uncharged hard spheres equation when $e_{i}, e_{j} \rightarrow \theta$ because then $\underset{=}{D} \rightarrow 0$ and $\underset{=}{V} \rightarrow 0$ and we recover the equation we had for that case (eq. (21) ref. (1)).

The other limit $R_{i j} \rightarrow 0$ should give the Debye-Hückel result ${ }^{(2)}$, when $R_{i j} \rightarrow 0$. In this case

$$
F_{i j}(s) ; \Gamma_{i j}(s) \rightarrow 0 \quad A_{i j} \rightarrow 2 \pi \sqrt{\rho_{i} \cdot \rho_{j}}
$$

and
(3.20) becomes in this limit:

$$
G(s)=\frac{\left(A-\frac{K^{2}}{4} S \underline{D}-\frac{K^{2}}{2} \underline{V}\right)\left(S^{2} \underline{I}-\frac{K^{2}}{2} D^{*}\right)}{S^{2}\left(S^{2}-\frac{K^{2}}{2}\left(D_{11}+D_{22}\right)\right)}
$$

where $D^{*}=\left(\begin{array}{cc}D_{22} & -D_{21} \\ -D_{21} & D_{11}\end{array}\right) ; \quad \begin{gathered}\text { and we used }\end{gathered}$
but $\underset{=}{\mathrm{D}} \underset{=}{\mathrm{D}}=\underset{=}{\mathrm{V}} \underset{=}{\mathrm{D}}=0$
and $\quad x^{2}=\frac{K^{2}}{2}\left(D_{11}+D_{22}\right)$
( $x$ is the Debye inverse length) giving

$$
\text { (3.20a) } \quad \underset{\underline{G}}{ }(\mathrm{~s})=\frac{s^{2}\left(\frac{A}{-}-\frac{K^{2}}{4} s \underline{D}-\frac{K^{2}}{2} \underline{\underline{V}}\right)-\frac{K^{2}}{2} \underline{A} D^{*}}{s^{2}(s+x)(s-x)}
$$

We know we must have $G(s)=A s^{-2}+\cdots \cdots \cdots$ other terms
(see (3.22)
for $\quad g_{i j}(r) \rightarrow 1$, when $r \rightarrow \infty$

Then we obtain from (3.20a) after some algebra
(3.20b)

$$
G(s)=\frac{A}{s^{2}}-\frac{k^{2}}{4} \frac{s \underline{D}+2 V}{(s+x)(s-x)} \quad \text { besides }
$$

The factor $s-X$ in the denominator must be cancelled out by the numerator, otherwise the existence of such a factor means that $g_{i j}(r)$ would have a $e^{x r}$ mode which is not physically possible. This requires

$$
\begin{aligned}
& S \underline{D}+2 \underline{V}=(S-x) \underline{D} \\
& \underline{V}=-\frac{x}{2} \underline{D}
\end{aligned}
$$

which recalling the definition of $B$ is indeed the Debye (2) ${ }^{\text {Haeckel }}$ result and from (3.20b)

$$
G(s)=A / s^{2}-\frac{K^{2}}{4} \frac{D}{s+x} \text {, and going }
$$

back to physical space :

$$
\sigma_{i j}(r)=A_{i j}-\frac{k^{2}}{4} \sqrt{\rho_{i j j}} e_{i} e_{j} e^{-x r}
$$

or
(3.20d)

$$
g_{i j}(r)=1-\frac{k^{2}}{8 \pi} e_{i} e_{j} \frac{e^{-x r}}{r}
$$

which is exactly what we wanted.
III. 3 The s-complex plane

We consider (3.20) in the s-complex plane. Following closely Lebowitz's techniques ${ }^{(1)}$. First of all $F_{i j}(s)$ is an entire function because we have assumed $r C_{i j}(0)$ bounded and it is a Laplace transform over the finite interval ( $o, R_{i j}$ ). Furthermore from the continuity properties of $\sigma_{i j}$ and its derivatives.

$$
\begin{aligned}
& \lim _{s \rightarrow \infty} F_{i i}(s)=\frac{1}{s}\left(\sigma_{i i}(0)-\sigma_{i i}\left(R_{i}\right) e^{-s R_{i}}\right)+ \\
& +\frac{1}{s^{2}}\left(\sigma_{i i}^{(1)}(0)-\sigma_{i i}^{(1)}\left(R_{i}\right) e^{-s R_{i}}\right)+\frac{1}{s^{3}}\left(\sigma_{i i}^{(2)}(0)-\sigma_{i i}^{(2)}\left(R_{i}\right) e^{-s R_{i}}\right)+\ldots \ldots
\end{aligned}
$$

(3.21)

$$
\begin{aligned}
& \lim _{s \rightarrow \infty} F_{21}(s)=\frac{1}{s}\left(\sigma_{21}(0)-\sigma_{21}\left(R_{21}\right) e^{-s R_{21}}\right)+\frac{1}{s^{2}}\left(\sigma_{21}^{(1)}(0)-\sigma_{21}^{(1)}\left(R_{21}\right) e^{\left.-s R_{21}\right)}+4\right. \\
& +\frac{1}{s^{3}}\left[\sigma_{21}^{(2)}(0)+\left(\sigma_{21}^{(2)}\left(\lambda^{+}\right)-\sigma_{21}^{(2)}(\lambda-)\right) e^{-s \lambda}-\sigma_{21}^{(2)}\left(R_{21}\right) e^{-s R_{21}}\right]+\cdots \cdots
\end{aligned}
$$

It follows that $H(s)$ is an entire function of $s$. On the other hand the solutions of the m.s.m. that are physically meaningful are those for which $g_{i j}\left(r_{\Omega \rightarrow \infty}\right)$ in such a way as to have $\int_{0}^{\infty} r\left|g_{i j}(r)-1\right| d r<\infty{ }^{*}$; This requires that : $\quad G_{i j}(s)-2 \pi \sqrt{\rho_{i} \rho_{j}} / s^{2} \quad$ is an analytic function of $s$ in the closed right-hand plane of the complex $s-p l a n e$.

$$
\text { And we can see that for } s \rightarrow \infty
$$

(3.23)

$$
\begin{aligned}
& G_{i j}(s)=\frac{1}{s} \sigma_{i j}\left(R_{i j}\right) e^{-s R_{i j}}+\frac{1}{s^{2}} \sigma_{i j}^{(1)}\left(R_{i j}\right) e^{-s R_{i j}}+ \\
& \quad+\frac{1}{s^{3}} \sigma_{i j}^{(2)}\left(R_{i j}\right) e^{-s R_{i j}}+\cdots \cdots \cdots
\end{aligned}
$$

From its definition $M_{12}(s) \xrightarrow[s \rightarrow \infty]{ } O\left(e^{\lambda s} / s^{2}\right) \quad$ and it
is an even function

$$
\Gamma_{12}(s)=\Gamma_{12}(-s) . * *
$$

Now we write $K(s)$ explicitly;

$$
K(s)=T(s) / d(s)
$$

[^2](3.24) $\underset{\underline{T}(s)}{ }=\left[\begin{array}{cc}s^{2}-s F_{22}^{ \pm}(s)-\frac{K^{2}}{2} D_{22} & s F_{12}^{ \pm}(s)+\frac{K^{2}}{2} D_{21} \\ T_{21}=T_{12} & s^{2}-s F_{11}^{ \pm}(s)-\frac{K^{2}}{2} D_{11}\end{array}\right]$
and $d(s)=s^{4}+s^{2}\left[F_{11}^{ \pm} F_{22}^{ \pm}-\left(F_{21}^{ \pm}\right)^{2}\right]-s^{3}\left[F_{11}^{ \pm}+F_{22}^{ \pm}\right]-s^{2} \frac{k^{2}}{2}\left(D_{11}+D_{22}\right)_{+}$

$$
+s \frac{K^{2}}{2}\left(D_{11} F_{22}^{ \pm}+D_{22} F_{11}^{ \pm}-2 D_{21} F_{21}^{ \pm}\right)
$$

We have used here the fact that $F_{21}(s)=F_{12}(s)$ and
$D_{21}=D_{12}$. It becomes transparent that $\underset{=}{K(s)=} \underset{=}{K(-s)=} \underset{=}{K^{T}(s)}$
where the superscript $T$ indicates the transpose of the coresponging matrix.

Next we define the matrix
(3.25)

$$
\begin{array}{r}
L(s)=G(s) H^{T}(-s) \quad \text { or in components } \\
L_{i j}(s)=\sum_{l} G_{i l}(s) H_{j l}(-s)
\end{array}
$$

As already stated $G_{i \ell}\left(\begin{array}{l}(s) \\ \\ \hline \rho_{i} \rho \ell\end{array} s^{2} \quad\right.$ is analytical in the closed right hand $s$ plane and $H(s)$ is entire. Therefore

$$
L_{i j}(s)-\frac{2 \pi}{s^{2}} \sum_{l} \sqrt{\rho_{i} \rho_{l}} H_{j l}(0)=\sum_{l} G_{i \ell}(s) H_{j l}(-s)-\frac{2 \pi}{s^{2}} \sum \sqrt{\rho_{i} \rho_{l}} H_{j l}(0)
$$

will be analytical in the closed right hand plane

And we also have

$$
\begin{aligned}
& \sum_{l} \sqrt{\rho_{i} \rho_{l}} H_{j l}(0)=\sum_{l} \sqrt{\rho_{i} \rho_{l}}\left(A_{j l}-\frac{K^{2}}{2} V_{j l}\right)= \\
& \quad=\sum_{l} \sqrt{\rho_{i} \rho_{l}} A_{j l} \\
& \sum_{l} \sqrt{\rho_{i} \rho_{l}} V_{j l}=\sum_{l, m} \sqrt{\rho_{i} \rho_{l}} B_{j m} D_{m l}= \\
& =\sqrt{\rho_{i}} \sum_{m} B_{j m} \sum_{l} \sqrt{\rho_{l}} D_{l m}=\sqrt{\rho_{i}} \sum_{m} B_{j m} \sqrt{\rho_{m}} e_{m} \sum_{l} \rho_{l l}= \\
& =0 ; \text { because } \sum_{l} \rho_{l l l}=0
\end{aligned}
$$

Therefore, calling ${\stackrel{\left(A^{\prime}\right)}{=}}_{i j}=A_{i j}^{\prime}=2 \pi \sum_{l} \sqrt{\rho_{i} \rho_{l}} A_{j \ell}$
the matrix $\underline{\underline{L}}(s)-\underline{\underline{A}}^{\prime}(s)^{-2}$
is analytic in the
closed right hand s plane; besides

$$
\begin{gathered}
\underline{L}(s)=G(s) H^{\top}(-s)= \\
=H(s) \underline{N}(s) H^{\top}(-s)
\end{gathered}
$$

and $\underline{\underline{L}}^{\top}(-s)=\left[\underline{\underline{G}}(-s) \underline{\underline{H}}^{\top}(s)\right]^{\top}=\underline{\underline{H}}(s) \underline{\underline{G}}^{\top}(-s)=$

$$
=\underline{H}(s) \underline{K}^{\top}(-s) \underline{H}^{\top}(-s)=\underline{H}(s) \underline{K}(s) \underline{H}^{\top}(-s)
$$

(3.26) which proves $\underline{\underline{L}}(\mathrm{~s})=\underline{\underline{L}}^{\top}(-s)$

$$
\begin{aligned}
& \text { Since } A^{\prime}=\left(\underline{A}^{\prime}\right)^{\top} \text { it follows that } \\
& \text { (3.26a) } L(S)-A^{\prime} S^{-2} \quad \text { is entire (all its }(i, j) \\
& \text { elements are entire functions of } s) .
\end{aligned}
$$

III. 4 Behavior of $\underset{\underline{L}(s) ~}{\text { (s) }}$

We rewrite

$$
\begin{aligned}
& L(s)=H(s) H(-s) \underline{H}(s) / d(s) \\
& \text { and notice that as }|\operatorname{Res}| \rightarrow \infty \\
& \underset{\left|R_{e s \mid}\right| \rightarrow \infty}{d(s)} \rightarrow s^{2}\left[F_{11}^{ \pm} F_{22}^{ \pm}-\left(F_{21}^{ \pm}\right)^{2}\right] \rightarrow 0\left(e^{\left.s\left(R_{1}+R_{2}\right)\right)}\right. \\
& \text { On the other hand as } \operatorname{Re} s \rightarrow+\infty \text { we see (using } 3.21 \text { for) } \\
& (i, j) \neq(1,2) \\
& \underset{\operatorname{Res} \rightarrow \infty}{\operatorname{Hij}_{i j}(s)} \rightarrow A_{i j}-s \sigma_{i j}(0)-\sigma_{i j}^{(1)}(0)-\frac{1}{s} \sigma_{i j}^{(2)}(0)- \\
& -\frac{K^{2}}{4} s D_{i j}-\frac{K^{2}}{2} V_{i j}=-\frac{1}{s} \sigma_{i j}^{(2)}(0) \\
& \text { because } \quad \sigma_{i j}(0)=-\frac{k^{2}}{4} D_{i j} \quad \text { (see Eq. (3.13) } \\
& \sigma_{i j}^{(1)}(0)=-\frac{K^{2}}{2} V_{i j} \quad \text { (see Eq. (3.14) } \\
& \text { and from (3.15) } \sigma_{21}^{(2)}(0)=0 \text {. It immediately follows }
\end{aligned}
$$

(3.27a) $\lim _{\operatorname{Re} s \rightarrow \infty} H_{i i}(s)=-\frac{1}{s} \sigma_{i i}^{(2)}$ (0)
(3.27b) $\lim _{\lim _{s \rightarrow \infty}} H_{2},(s)=O\left(e^{-s \lambda} / s\right)$

For $\mathrm{H}_{12}$ (s) the dominant term as Re $s \rightarrow+\infty$ comes from $\prod_{12}(s)$

Yielding

$$
\text { (3.27c) } \lim _{\operatorname{Res} \rightarrow \infty} H / 2(s)=0\left(e^{s \lambda} / s\right)
$$

With this in mind we can prove that $L_{22}(s)=L_{22}(-s)$
and $L_{11}(s)=L_{11}(-s)$ are bounded along every ray in the $s$ complex plane.

We will give here the proof for $L_{22}(s)$, but exactly the same reasoning applies for $L_{11}(s)$. We have

$$
d(s) L_{22}(s)=H_{21}(s)\left[H_{11}(-s) T_{12}(s)+H_{12}(-s) T_{22}(s)\right]+H_{22}(s)\left[H_{21}(-s) T_{12}(s)+H_{12}(-s) T_{22}\right]
$$

$$
\text { but } \lim _{\operatorname{Res} \rightarrow \infty} H_{11}(-s) T_{12}(s)+H_{12}(-s) T_{22}(s)=
$$

$$
\begin{aligned}
& =\lim _{\operatorname{Res} \rightarrow \infty} s^{2} F_{11}(-s) \mu_{12}(-s)=O\left(e^{s(R,+\lambda)} / s\right) \\
& \text { which implies }
\end{aligned}
$$

$$
\lim _{\operatorname{Res} \rightarrow \infty} H_{21}(s)\left[H_{11}(-s) T_{12}(s)+H_{12}(-s) T_{22}(s)\right]=
$$

$$
=O\left(e^{s R_{1}} / s^{2}\right)
$$

For the second term we have

$$
\begin{aligned}
\lim _{\operatorname{Res} \rightarrow \infty} & {\left[H_{21}(-s) T_{12}(s)+H_{22}(-s) T_{22}(s)\right]=} \\
\lim _{\operatorname{Res} \rightarrow \infty} & {\left[s^{3}\left(f_{21}(-s)\right)^{2}-s^{3} F_{22}(-s) F_{11}(-s)\right] } \\
& =O\left[s e^{s\left(R_{1}+R_{2}\right)}\right]
\end{aligned}
$$

which hence shows

$$
\begin{aligned}
& \lim _{R \rightarrow \infty} H_{22}(s)\left[H_{21}(-s) T_{12}(s)+H_{22}(-s) T_{22}(s)\right]= \\
&= O \cdot\left(e^{s\left(R_{1}+R_{2}\right)}\right.
\end{aligned}
$$

which definitely means
(3.28) $1 \mathrm{im} \operatorname{Les} \rightarrow \infty_{\operatorname{Res}_{22}(s)}=\lim _{\operatorname{Res} \rightarrow \infty} L_{2.2}(-s)=$ constant of $s$.

But we know that an entire function bounded along every ray must be a constant.

So we have, defining these constants as $2 \delta_{22}$ and $2 \delta_{1 /}$,

$$
\begin{aligned}
& L_{22}-\frac{A_{22}^{\prime}}{s^{2}} \equiv 2 \delta_{22} \\
& L_{11}-\frac{A_{11}^{\prime}}{s^{2}} \equiv 2 \delta_{11}
\end{aligned}
$$

(3.29a)

Turning now to $\mathrm{L}_{21}(\mathrm{~s})$ we have

$$
\begin{aligned}
L_{21}(s) d(s) & =H_{21}(s)\left\{H_{11}(-s) T_{11}(s)+H_{12}(-s) T_{12}(s)\right\}+ \\
& +H_{22}(s)\left\{H_{22}(-s) T_{21}(s)+H_{12}(-s) T_{22}(s)\right\}
\end{aligned}
$$

Analyzing the list term

$$
\begin{aligned}
& \lim _{R_{e s \rightarrow \infty}} H_{21}(s)\left[H_{11}(-s) T_{11}(s)+H_{12}(-s) T_{12}(s)\right]= \\
& =\lim _{\lim _{e s \rightarrow \infty}} s^{3}\left[F_{11}(-s) F_{22}(-s)-\left(F_{12}(-s)\right)^{2}\right] \cdot O\left(e^{s \lambda / s}\right) \\
& =O\left(e^{s\left(R_{1}+R_{2}-\lambda\right)}\right) .
\end{aligned}
$$

For the second term we obtain

$$
\begin{aligned}
& \lim _{\mathrm{Rim}_{s \rightarrow \infty}} H_{22}(s)\left[H_{22}(-s) T_{21}(s)+H_{12}(-s) T_{22}(s)\right]= \\
& =O\left(\frac{1}{s}\right) \lim _{s \rightarrow \infty} s^{2} \Gamma_{12}(-s) F_{11}(-s)= \\
& =O\left(e^{s\left(R_{1}+\lambda\right)} / s^{2}\right)
\end{aligned}
$$

In conclusion :

$$
\text { (3.30a) } \lim _{R e \rightarrow \infty} L_{21}(s) e^{\lambda s}=\text { constant of } s
$$

Finally

$$
\begin{aligned}
L_{21}(-s) d(s) & =H_{11}(s)\left[T_{11}^{(s)} H_{21}(-s)+T_{21}^{(s)} H_{22}(-s)\right]+ \\
& +H_{12}(s)\left[T_{12}(s) H_{21}(-s)+T_{22}(s) H_{22}(-s)\right]
\end{aligned}
$$

and $\lim _{R_{e} s \rightarrow \infty} L_{2},(-s) d(s)=O\left(\frac{e^{s \lambda}}{s^{3}}\right) \lim _{R_{s} \rightarrow \infty} s^{5}\left[\left(T_{1 / 2}(-s)\right)^{2}-F_{11}(-s) F_{22}(-s)\right]=$

$$
=O\left(e^{s \lambda} \cdot e^{s\left(R_{1}+R_{2}\right)}\right) \quad \pi:
$$

(3.30b)

$$
\lim _{\operatorname{Res} s \rightarrow \infty} L_{2},(-s) e^{-s \lambda}=\text { constant of } s
$$

which shows that the function $L_{21}(s) e^{\lambda s}-A_{21}^{1}\left[\frac{1}{s^{2}}+\frac{\lambda}{s}\right]$ is entire and bounded along every ray, hence a constant we are going to call $2 \delta_{21}$ :
(3.29b) $L_{21}(s) e^{\lambda s}-A_{21}^{\prime}\left[\frac{1}{s^{2}}+\frac{\lambda}{s}\right] \equiv 2 \delta_{21}$

The term $\frac{\lambda}{S}$ comes about because:
being $L_{21}(s)-A_{21}^{1} / s^{2}$ entire implies

$$
L_{21}(s) \rightarrow \frac{A_{21}^{\prime}}{s^{2}}+\text { constant }+o(s)
$$

Therefore

$$
\operatorname{L}_{21}(s) e^{d s} \rightarrow \frac{A_{21}^{\prime}}{s^{2}}+\frac{A_{21}^{1} \lambda}{s}+\text { constant }+o(s)
$$

Therefore

$$
L_{21} e^{\lambda s}-A_{21}^{1}\left[\frac{1}{s^{2}}+\frac{\lambda}{s}\right]
$$

analytical everywhere including $s=0$, i.e. entire.
Now one can take the inverse Laplace transform of
(3.29a) and (3.29b) and exactly following reference (1) we find
(3.31)

$$
\begin{aligned}
& \sigma_{i i}(r)=-\frac{K^{2}}{4} D_{i i}+\left(A_{i i}-\frac{K^{2}}{2} V_{i i}\right)+\delta_{i i} r^{2}+\frac{A_{i i}^{\prime}}{2} r^{4} \\
& \rho_{0} \quad r<R_{i}
\end{aligned}
$$

(3.31.)

$$
\begin{aligned}
& \sigma_{21}(r)=\sigma_{12}(r)=-\frac{K^{2}}{4} D_{21}+\left(A_{21}-\frac{K^{2}}{2} V_{21}\right) r \text { fort } r<\lambda \\
& \sigma_{21}(r)=\sigma_{12}(r)=-\frac{K^{2}}{4} D_{21}+\left(A_{21}-\frac{K^{2}}{2} V_{21}\right) r+\delta_{21} x^{2}+ \\
& +2 \lambda\left(\frac{\rho_{1}}{C_{2}}\right)^{1 / 2} A_{22}^{\prime} x^{3}+\left(\frac{\rho_{1}}{\rho_{2}}\right)^{1 / 2} \frac{A_{22}^{\prime} X^{4} ; \text { for } \lambda_{<r}<R_{21}, \text { where }}{2} \text { The } r-\lambda,
\end{aligned}
$$

(3.31) and the one obtained by Lebowitz for the P.Y. for uncharged hand spheres is the presence of a constant term in the polynomial forms, that comes about from the fact

$$
\sigma_{i j}(0)=-\frac{K^{2}}{4} D_{i j}
$$

What is now left to solve completely the m.s.m. is finding the unknown coefficients of the polynominals of
(3.31). Namely, the unknowns are:

$$
a_{1}, a_{2}, \quad \delta_{11}, \quad \delta_{22}, \quad \delta_{21}, \quad V_{11}, \quad V_{22}
$$

7 unknowns, and to find them we shall use the continuity of

$$
\sigma_{i j}^{(n)} ; \quad n=0,1,2
$$

at $r=R_{i j}$.

To determine the unknown coefficients of the polynomial $\sigma_{i j}$ is for $r<R_{i j}$.
$\therefore$ We have $\quad A_{22}=2 \pi \rho_{2} a_{2} ; A_{21}=2 \pi \sqrt{\rho_{1} \rho_{2}} a_{1}, A_{11}=2 \pi \rho_{1} a_{1}$ and $\rho_{1} V_{21}+\rho_{2} V_{22}=0$. The coefficients
for $(i, \jmath)=(1,2)$ are not needed because we know

$$
\sigma_{12}(n)=\sigma_{21}(\eta) \quad 0 \leq r<\infty
$$

we use
(3. 33)

$$
\begin{aligned}
L_{i i}=2 \delta_{i i} & +A_{i i}^{\prime} / s^{2}=G_{i 1}^{(s)} H_{1 i}(-s)+G_{i 2}^{(s)} H_{2 i}(-s) \\
x_{i j} & \equiv \sigma_{i j}\left(R_{i j}\right) \\
y_{i j} & \equiv \sigma_{i j}^{(1)}\left(R_{i j}\right) \\
Z_{i j} & \equiv \sigma_{i j}^{(2)}\left(R_{i j}\right)
\end{aligned}
$$

We know (using the continuity of $\sigma_{i j}^{(n)}(r)$; $\mathrm{n}=0,1,2$ across $\mathrm{R}_{\mathrm{ij}}$ and (3.21, to 3.23)

$$
\begin{aligned}
& \quad \lim _{\operatorname{Res} \rightarrow \infty}^{\lim } G_{i l}(s) H_{l i}(-s)=\lim _{\operatorname{Re}_{s \rightarrow \infty}}-s^{2} G_{i l}(s) F_{l_{i}}(-s)= \\
& =-s^{2}\left(\frac{x_{i l}}{s}+\frac{y_{i l}}{s^{2}}+\frac{Z_{i l}}{s^{3}}+\cdots\right)\left(\frac{1}{s} x_{l i}-\frac{Y_{l_{i}}}{s^{2}}+\frac{Z_{\ell_{i}}}{s^{3}}+\ldots .\right)
\end{aligned}
$$

Equating terms of the same order in $s$ in (3.33) it follows

$$
\begin{aligned}
& 2 \delta_{i i}=-\sum_{l} x_{i l}^{2} ; \quad(3.342, \delta) \\
& A_{i i}^{\prime}=-2 \sum_{l} x_{i l} z_{l i}+\sum_{l} y_{i l}^{2} ;\left(3.342, A^{\prime}\right) \\
& \text { And also }
\end{aligned}
$$

$$
\begin{aligned}
& \lim _{\text {Res } \rightarrow \infty} L_{21}(s) e^{d_{s}}=2 \delta_{21}+\frac{\lambda A_{21}^{\prime}}{s}+\frac{A_{21}^{\prime}}{s^{2}}= \\
&= \lim _{s \rightarrow \infty}\left[G_{21}(s) H_{11}(-s)+G_{22}(s) H_{12}(-s)\right] e^{\lambda s}= \\
&=-\lim _{s \rightarrow \infty} s^{2}\left\{\left[\frac{x_{21}}{s}+\frac{y_{21}}{s^{2}}+\frac{z_{21}}{s^{3}}+\cdots\right]\left[\frac{x_{11}}{s}+\frac{z_{11}}{s^{3}}-\frac{y_{11}}{s^{2}}\right]+\right. \\
&\left.+\left[\frac{x_{22}}{s}+\frac{y_{22}}{s^{2}}+\frac{z_{22}}{s^{2}}+\cdots\right]\left[\frac{x_{21}}{s}-\frac{y_{21}}{s^{2}}+\frac{z_{21}}{s^{2}}+\cdots\right]\right\}
\end{aligned}
$$

Equating terms of same order in s
(3.34b) $\left\{\begin{array}{l}2 \delta_{21}=-x_{21}\left(x_{11}+x_{22}\right) ;(3.34 b, \delta) \\ A_{21}^{\prime}=-z_{21}\left(x_{11}+x_{22}\right)-x_{21}\left(z_{11}+z_{22}\right)+y_{21}\left(y_{11}+y_{22}\right) ;\left(3.34 b, A^{\prime}\right) \\ \lambda A_{21}^{\prime}=x_{21}\left(y_{11}-y_{22}\right)+y_{21}\left(x_{22}-x_{11}\right) ;\left(3.34 b, \lambda A^{\prime}\right)\end{array}\right.$

The other equations we have to our disposal are the 2 linear equations coming from the definition of $a_{j}$

Some of the equations of set (3.34) are not inge-
pendent of the others because we know we should automatically have the solution for $\sigma_{22}(\Omega)$ when we get $\sigma_{11}(\imath)$ or vice versa, that is

$$
\sigma_{22}(n) \stackrel{(2,2) \leftrightarrow(1,1)}{\stackrel{\left(R_{2}\right.}{\longleftrightarrow} \leftrightarrow R_{1}} \sigma_{11} \sigma_{2} \leftrightarrow \rho_{1} .
$$

and $\sigma_{21}$ remaining invariant under the transformation $(2,2) \longleftrightarrow(1,1)$.

That means we have a total of 5 independent quadratic equations (general conics) and 2 linear equations for the seven
unknowns (namely the polynomial coefficients). The struttare of equations (3.34) is identical with the one obtained for the pure hard sphere case in Reference 1 , in terms of $X_{i j} ; y_{i j}, Z_{i j} . \quad 0 f$ course the coefficients will be different because the polynominals differ by a constant term and the fact that in the $r$ term we now have $A_{i j}-\frac{K^{2}}{2} V_{i j}$ rather than $j u s t A_{i j}$.

The solution for equal size charged hard spheres

We have been able to solve the system of algebraic equations (3.34) for the case $R_{1}=R_{2}$, that is for equal size charged hard spheres. To find the answer we define

$$
\begin{equation*}
\sigma_{i j}(r) \equiv \sigma_{i j}^{(0)}(r)+\eta_{i j}(r) \text { for } r<R_{i j} \tag{3,35}
\end{equation*}
$$

where

$$
\sigma_{i j}^{(0)}(r)=-2 \pi \sqrt{\rho_{i} \rho_{j}} r C^{(0)}(r) \text { for } r<R_{i j}^{*}
$$

$C^{(0)}(2)$ is the polynomial found by Wertheim ${ }^{(4)}$ and Thiele ${ }^{(5)}$ that solves the P.Y. for equal size uncharged hard spheres.

[^3]\[

$$
\begin{aligned}
&\text { We then write (calling } \left.R_{1}=R_{2}=R\right) \\
& x_{i j} \equiv \sqrt{\rho_{i} \rho_{j}} x^{0}+x_{i j}^{*} ; x^{0}=2 \pi\left(r g^{0}(r)\right)_{r}=R \\
& y_{i j} \equiv \sqrt{\rho_{i} \rho_{j}} y^{0}+y_{i j}^{*} ; y^{0}=2 \pi \frac{d}{d r}\left(r g^{0}(r)\right)_{r}=R \\
& Z_{i j} \equiv \sqrt{\rho_{i} \rho_{j}} z^{0}+z_{i j}^{*} ; z^{0}=2 \pi \frac{d^{2}}{d r^{2}}\left(r g^{0}(r)\right)_{r}=R \\
& A_{i j} \equiv A_{i j}^{0}+A_{i j}^{*} ; a_{j} \equiv a_{j}^{0}+a_{j}^{*} \\
& \delta_{i j} \equiv \delta_{i j}^{0}+\delta_{i j}^{*} ; A_{i j}^{\prime}=A_{i j}^{\prime 0}+A_{i j}^{\prime *}
\end{aligned}
$$
\]

The subscript o here means the reference system, ie., the uncharged hard sphere system; $g^{\circ}(r)$ being the radial distribution function for the reference system.

The solution to the algebraic equations (3.34) is in this case given by

$$
\begin{equation*}
\eta_{i j}(r)=-\frac{K^{2}}{4} D_{i j}\left(1+2 b r+4 c r^{2}\right) \tag{3.36}
\end{equation*}
$$

and we show it as following: Replacing the $\mathcal{Z}_{i j}$ of equation (3.36) in the linear equations (3.34C) for $a_{j}$ we have

$$
\begin{aligned}
& \text { but } \sum_{l}^{\sum} \sqrt{\frac{e_{j}}{j}} D_{e j}=e_{j} \sum_{l}^{\sum} p_{e} e_{e}=0 \text {, } \\
& \text { which implies }: a_{j}=a^{0} \quad \circ \quad a_{1}^{*}=a_{2}^{*}=0
\end{aligned}
$$

From their definitions it is obvious then that

$$
A_{i j}^{*}=0 \quad \text { which is consistent with the }
$$

$$
\text { form }(3.36)
$$

For the equations (3.34a, $\delta$ ) and ( $3.34 \mathrm{~b}, \delta$ ) we
have realizing that we can rewrite for instance (3.34a, $\delta$ ) as

$$
\begin{aligned}
& 2 \delta_{i i}^{0}+2 \delta_{i i}^{*}=-\left(x_{21}^{0}\right)^{2}-\left(x_{i i}^{0}\right)^{2}-\left(x_{21}^{*}\right)^{2}-\left(x_{i i}^{*}\right)^{2}- \\
& \quad-2 x_{21}^{0} x_{21}^{*}-2 x_{i i}^{0} x_{i i}^{*}
\end{aligned}
$$

By definition and the mentioned fact that the algerbraic structure is the same for the reference system as for the m.s.m. we have

$$
2 \delta_{i i}^{0}=-\left(x_{i j}^{0}\right)^{2}-\left(x_{i i}^{0}\right)^{2}
$$

on the other hand,

$$
\begin{aligned}
& -2\left(x_{21}^{*} x_{21}^{0}+x_{i i}^{*} x_{i i}^{0}\right)=\frac{k^{2}}{2} x^{0}\left(1+2 b R+4 \subset R^{2}\right)\left(\sqrt{\left.\rho_{1} \rho_{2} D_{21}+\rho_{i} D_{i i}\right)=}\right. \\
& =\frac{K^{2}}{2} x^{0}\left(1+2 b R+4 \subset R^{2}\right)\left(\rho_{1} \rho_{2} e_{1} e_{2}+\rho_{i}^{2} e_{i}^{2}\right)=0
\end{aligned}
$$

that is, the "cross" terms vanishes and we obtain

$$
\begin{aligned}
&-2 K^{2} c D_{11}=-\frac{K^{4}}{16}\left(1+2 b R+4 c R^{2}\right)^{2}\left(D_{21}^{2}+D_{11}^{2}\right) \\
&-2 K^{2} c D_{22}=-K^{4} / 16\left(1+2 b R+4 c R^{2}\right)^{2}\left(D_{21}^{2}+D_{22}^{2}\right) \\
&-2 K^{2}<D_{21}=-K^{4} / 16\left(1+2 b R+4 c R^{2}\right)^{2} D_{21}\left(D_{11}+D_{22}\right), \\
& \text { but since } \frac{D_{11}^{2}+D_{21}^{2}}{D_{11}}=\frac{D_{22}^{2}+D_{21}^{2}}{D_{22}}=D_{11}+D_{22}
\end{aligned}
$$

the 3 equations yield the same equation:
(3.37a)

$$
\begin{aligned}
C & =\frac{K^{2}}{32}\left(D_{11}+D_{22}\right)\left(1+2 b R+4 c R^{2}\right)^{2} \\
& =\frac{x^{2}}{16}\left(1+2 b R+4 c R^{2}\right)^{2}
\end{aligned}
$$

Turning to equation (3.34b, $\lambda_{A^{\prime}}$ ), since $\lambda=\frac{R_{2}-R_{1}}{2}=0$ we should have :

$$
\begin{aligned}
& x_{21}^{*}\left(y_{11}^{*}-y_{22}^{*}\right)+y_{21}^{*}\left(x_{22}^{*}-x_{11}^{*}\right) \equiv 0 \\
& x_{21}^{*}\left(y_{11}^{*}-y_{22}^{*}\right)+y_{21}^{*}\left(x_{22}^{*}-x_{11}^{*}\right)=\left[D_{21}\left(D_{11}-D_{22}\right)+D_{21}\left(D_{22}-D_{11}\right)\right] \cdot \\
\cdot & \frac{k^{4}}{8}\left(1+2 b R+4 c R^{2}\right)(2 b+8 c R) \equiv 0
\end{aligned}
$$

Finally we get from (3.34a, $\left.A^{\prime}\right)$ and (3.34b, $\left.A^{\prime}\right)$ a
single equation (again remembering the relations for the reference system and the fact that in these 2 equations it is also straightforward to verify that the cross terms vanish.).
cross terms being products of the form $X^{*} Z^{0}$, etc.)

Namely $\quad \frac{K^{4}}{16}(2 b+8 c R)^{2}-K^{4} c\left(1+2 b R+4 c R^{2}\right)=0$.

Solving for c yields
(3.37b)

$$
c=b^{2} / 4
$$

Substituting (3.37b) in (3.37a) we obtain
(3.38)

$$
\begin{aligned}
& B \equiv b R=\left(-x^{2}-x+x \sqrt{1+2 x}\right) x^{-2} ; x \equiv x R \\
& Q \equiv c R^{2}=B^{2} / 4
\end{aligned}
$$

where in solving (3.37a) and (3.37b) we have selected the roots that give the correct Debye-Huckel limit when $R \rightarrow 0$

$$
\text { That is } \quad \lim _{R \rightarrow 0} b(\rho, R, \beta)=-\frac{x}{2}
$$

So for the case $R_{1}=R_{2}=R$ the solution to the m.s.m. is given by following direct correlation function
(3.39) $C_{i j}(r)=C^{0}(r)+\frac{\beta}{\varepsilon} e_{i} e_{j}\left(2 \frac{B}{R}+4 Q \frac{r}{R^{2}}\right)$ for $r<R$
with $B$ and $Q$ given by equations (3.38).

To get $g_{i j}(r)$ for $r>R$ it is necessary to perform an inverse Fourier or Laplace transform numerically. There are a couple of things worth mentioning even without doing this computations.

- From the relationship between $\hat{h}_{i j}(k)$ and $\hat{C}_{i j}(k)$ in Fourier space (see Eq. (2.4)) one has (using the result of (3.39)

$$
\begin{aligned}
\hat{h}_{i j}(k)= & \hat{c}^{0}(k)+\frac{\beta}{\varepsilon} e_{i} e_{j} f(k)+\hat{c}^{0}(k) \sum_{l} \rho_{l} \hat{h}_{i l}(k)+ \\
& +f(k) \frac{\beta}{\varepsilon} \sum_{l} \rho_{l} e_{l} e_{j} \hat{h}_{i l}(k)
\end{aligned}
$$

$f(k)$ is the Fourier transform of $\left(2 \frac{B}{R}+4 Q \frac{r}{R^{2}}\right) ; r<R$
so one gets $\hat{h}_{i 1}-\hat{h}_{i 2}=\frac{\beta}{\varepsilon} e_{i}\left(e_{1}-e_{2}\right) f(k)+$

$$
+\frac{\beta}{\varepsilon} f(k) \rho_{i} e_{i}\left(e_{1}-e_{2}\right)\left[\hat{h}_{i 1}-\hat{h}_{i 2}\right]
$$

so calling

$$
\hat{h}_{i 1}-\hat{h}_{i 2}=\hat{h}_{i}\left(h_{1}\right) \text { and }
$$

it follows

$$
\frac{\beta}{\varepsilon} e_{i}\left(e_{1}-e_{2}\right) f(k)=\hat{C}_{i}(k)
$$

(3.40)

$$
\hat{h}_{i}(k)=\hat{C}_{i}(k)+\rho_{i} \hat{C}_{i}(k) \hat{h}_{i}(k)
$$

Thus we have eliminated explicitly the pure uncharged hard spheres part, so when integrating numerically the inversion consists of taking the inverse of the pure hard spheres and the functions $\hat{h}_{i}$ (only one of them) explicitly.
. One should also be able numerically to detect the charge cloud density oscillations given by $Q_{i}(n)=\sum_{l} \rho_{l} e_{e} g_{i}(n)$ and determine the critical $X$ for which the first zeros of the function $\quad g_{i i}(r)-g_{i j} ; d \neq i$
occur; that is for $x<x$ cit t, $g_{i i}(2)-g_{i j}(r) \neq 0$ $a_{i-} \neq j=0$; that is the equation has roots and for $x=x_{c r i t} ; g_{i i}-g_{i j}=0$; that is the equation has roots for some $0<r<\infty$.
... Another necessary test our radial distribution should pass is

$$
g_{i j}(r=R) \geqslant 0
$$ for some

physical region in the $(x, y) ;\left(x \equiv x R ; y \equiv\left(\rho_{1}+\rho_{2}\right) R^{3}\right)$ plane.

$$
\text { To test this we have } \quad g_{i j}(R)=g^{\circ}(R) \sim \frac{\beta}{\varepsilon R} e_{i} \cdot e_{j}(1+2 B+4 Q)
$$

(3.41)

$$
g_{i j}(R)=g^{0}(R)-\frac{\beta}{\varepsilon R} e_{i} e_{j}(1+B)^{2}
$$

So the physical region is determined by
(3.42)

$$
g^{\circ}(R) \geqslant \operatorname{Max}\left[\frac{\beta}{\varepsilon R} e_{i}^{2}(1+B)^{2}\right]
$$

and of course $g^{\circ}(R) \geqslant 0 \quad$ (we know that even for the pure uncharged hard spheres P.Y. $\quad g^{\circ}(R)$ gets negative above a certain density).

Another fact which is physically desirable is
$i \neq j$
$g_{i j}(R)>g_{i j}(R)$ and it is obvious that this is satisfied in our case. (The probability of having 2 particles of opposite charge at the distance of closest approach should be bigger than the probability of having particles of the same charge in the same situation.)

Thermodynamics for the equal size charged hard spheres
It is well known (14) that the thermodynamic properties of a system can be computed in many different ways like virial or compressibility pressure, from the energy form, etc. All of these are the $u$ mme for the exact Statistical Mechanics formulation: But when approximation to the exact theory are introduced, as in the m.s.m., one expects discrepancies among the different methods of computing the thermodynamics of a given system.

We get the thermodynamics calculating the excess energy of the system (energy over the ideal gas for the same density $\rho_{1}+\rho_{2}=\rho$ ). We know

$$
\begin{aligned}
E^{\mu} & =\frac{1}{2} \sum_{i} \sum_{j} \rho_{i} \rho_{j} \int_{R}^{\infty} \frac{e_{i} e_{j}}{\varepsilon r} g_{i j}(n) 4 \pi r^{2} d r= \\
& =\frac{1}{\varepsilon} \sum_{i} \sum_{j} \rho_{i} \rho_{j} e_{i} e_{j} 2 \pi \int_{R}^{\infty} r g_{i j}(r) d r
\end{aligned}
$$

So we have

$$
\begin{aligned}
E^{\mu} & =\frac{1}{\varepsilon} \sum_{i} \sum_{j} D_{i j} \int_{R}^{\infty} \sigma_{i j}(2) d r=\frac{1}{\varepsilon} \sum_{i} \sum_{j} B_{i j} D_{j i}= \\
& =\frac{1}{\varepsilon} \sum_{i} v_{i i}=\frac{1}{\varepsilon} b \sum_{i} D_{i i}=\frac{b}{\varepsilon}\left(\rho_{1} e_{1}^{2}+\rho_{2} e_{2}^{2}\right)= \\
& =\frac{B x^{2}}{4 \pi R^{3} \beta}
\end{aligned}
$$

From ${ }^{4 x}$, we can get the Helmholtz free energy density a $(\rho, \beta)$
(3.43)

$$
\text { 3) } \begin{aligned}
& \beta a-\beta a^{0}=\int_{0}^{\beta} E^{-4}\left(\rho, \beta^{\prime}\right) d \beta^{\prime}= \\
= & -\frac{1}{12 \pi R^{3}}\left(6 x+3 x^{2}+2-2(1+2 x)^{3 / 2}\right)
\end{aligned}
$$

which goes $\underset{R \rightarrow 0}{\longrightarrow}-x^{3} / 12 \pi$
the Debye-Hückel limiting law; next we get the osmotic pressure.

$$
\begin{aligned}
& \text { (3.44) } \left.\quad p^{00 \mathrm{~m}} / \rho=\rho \frac{\partial \rho a}{\partial \rho}\right)_{\beta}=p / \rho+\frac{1}{4 \pi \rho R^{3}}\left[x+x(1+2 x)^{1 / 2}-\right. \\
& \left.-\frac{2}{3}(1+2 x)^{3 / 2}+\frac{2}{3}\right]
\end{aligned}
$$

$a^{\circ}, P^{\circ}$ being the Helmholtz free energy density and pressure
for the uncharged hard spheres system.

## We compare our results for a particular case with

 Rasaiah and Friedman's (7), that they have obtained as we explained in Chapter (I), in Table $I$ coming from reference (17).Table I. Comparison of results of M.S.M. with $\mathrm{HNC}^{1}$ aqueous solution for $1-1$ electrolyte; $T=25^{\circ} \mathrm{C} ; R=4.6 \AA$; $Z=1 ; \epsilon=78.358$ and assumed temperature independent.

| $C$ (moles) ${ }^{\text {a }}$ | $\rho R^{3}$ | $x=K R$ | -Eex (cal/mole-liter) |  | ( $\beta P / \rho$ ) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | M.S.M. | HNC | M.S.M. | HNC |
| 0.002 | 0.0002 | 0.0677 | 58.514 | 58.983 | 0.9848 | 0.98444 |
| 0.020 | 0.0024 | 0.2141 | 163.743 | 165.778 | 0.9630 | 0.96272 |
| 0.200 | 0.0234 | 0.6770 | 388.449 | 390.052 | 0.9644 | 0.96406 |
| 0.900 | 0.1056 | 1.4362 | 600.862 | 605.028 | 1.1412 | 1.1356 |
| 1.000 | 0.1172 | 1.5138 | 617.003 | 621.663 | 1.1728 | 1.1666 |

## CHAPTER IV

## Open Questions

We want to summarize in this last chapter some of the questions that, in our opinion, deserve further thought and investigation in the future.
A) To have the solution for the general case of the binary primitive electrolyte ( $R_{1} \neq R_{2}$ ) the algebraic equations (3-34) must be solved. This would give a much greater degree of flexibility in comparing with experiments and other theories. The question whether it is possible to solve (3-34) in closed (analytical) form, and therefore the m.s.m., is a very relevant one in asserting its usefulness for the general case.
B) Solution of the m.s.m. for systems with more than two components would be a powerful achievement. In particular the simplest possible description of the solvent-solvent; solvent-solute interaction which could be a system with three species of ions $e_{1}=0, e_{2}=-e_{3} ; R_{1}=R_{2}=R_{3}$, seems to be a very interesting case for research and appears as soluble with the techniques of this present work.
C) A number of calculations are needed for the case $R_{1}=R_{2}$, namely

- Numerical Fourier transform to obtain $g_{i j}(r)$ explicitly and the already discussed oscillations of the charge cloud density for $x \geqslant x_{\text {crit }}$ ( $x_{\text {crit }}$ to be found by this calculation).
.. More examples for different parameter $R$, e, $\rho$, as constructed in Table 1.
... Comparison between the already obtained free energy pressure (3-44) with pressure obtained through the virial theorem and compressibility relations (see ref. 7).
D) A most interesting point is whether the m.s.m. could be applied to molten salts systems.
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[^0]:    * Many of the considerations, however, we make throughout this work are valid for the case $m>2$ kind of ions.

[^1]:    * The extreme long range of the Coulomb potential adds a big part to the complications. Among other things the expansions techniques of the $f$-bond Mayer Theory (12), (14) can not be applied without special modifications, because the Virial coefficients diverge (even though the functions are assumed to exist), so resumptions using parameters other than the density are needed.

[^2]:    * As a matter of fact this condition must be satisfied for any disordered fluid, see reference (10).
    ** $\Gamma_{12}(s)$ is not independent of the other quantities, it gets determined by the condition

    $$
    G_{21}(s)=G_{12}(s)
    $$

[^3]:    * We should emphasize $C^{(0)}(r)$ for inverse temperature $\beta^{( }$and density $\rho=\rho_{1}+\rho_{2}$

