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SOLUTION OF TIIE PERCUS-YEVICK EQUATION 

Saeyoung Ahn 

We investigate the properties of binary mixtures of hard 

sphere fluids with non-additive diameters: calling R .. the 
. iJ 

distance of closest approach between particles of species i 

and j we assume R12 = \ (R11 + R22 ) + a with a f O. We find 

the exact solution of the Percus-Yevick integral equation for 

this system in both one and three dimensions when R
11 

= R22 s O, 

a> 0 (Widom-Rowlinson model). We also find the complete 

solution in one dimension and a partial solution in three dimen- • 

• f th h R R : R > 0 and O < a < R. sions or e case wen 
11 

= 22 

The solution of the P.Y. equation for the Widom-Rowlinson 

model exhibits a 'classical' phase transition (corresponding to 

a separation of the components) in three but not in one dimension. 

This is in agreement with the true behavior of this system. 

The solutions of the P.Y. equations are much more complicated 

than in the additive diameter.case, a= O. Graphs of the thermody­

namic quantities, direct correlaticn functions, and radial distribu­

tion functions are given for the Widom-Rowlinson model. 
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ABSTRACT 

We investigate the properties of binary mixtures of hard 

sphere fluids with non-additive diameters: calling Rij the 

distance of closest approach between particles of species i 

and j we assume R12 = \ (R11 + Rzz) + ex with ex ; O. We find 

the exact solution of the Percus-Yevick integral equation for 

this system in both one and three dimensions when R11 = R22 = O, 

ex> 0 (Widom-Rowlinson model). We also find the complete 

solution in one dimension and a partial solution in three dimen-

• f th h R R_
2 

= R > 0 and O < ex < R. sions or e case wen 11 = -L 

The solution of the P.Y. equation for the Widom-Rowlinson 

model exhibits a 'classical' phase transition (corresponding to 

a sepa.ration of the components) in three but not in one dimension. 

This is in agreement with the true behavior of this system. 

The solutions of the P.Y. equations are much more complicated 

than in the additive diameter case, ex= O. Graphs of the thermody­

namic quantities, direct correlation functions, and radial distribu­

tion functions are given for the Widom-Rowlinson model. 
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CHAPTER 1. INTRODUCTION 

The thermodynamic properties of liquids and liquid mixtures 

in equilibrium can be obtained from a knowledge of their distribu­

tion functions as they are ordinarily defined in statistical 

mechanics(l) . These functions also give information about the 

microscopic structure of these systems. Unfortunately however it 

is generally even more difficult to obtain exact expressions for 

the radial distribution functions than it is to obtain the exact 

thermodynamic functions. The only methods we have for computing 

these functions exactly are the cluster expansions (in powers of 

the fugacity or density) and these are only useful at very low 

densities (rare gases) . 

In the absence of any exact results for the radial distribu­

tion function of dense gases and liquids our understanding and 

interpretation of experiments in fluids relies heavily on the use 

of various approximate integral equations for these functions. These 

equations are usually non-linear and their solution therefore 

generally requires the use of a computer which reduces their useful­

ness (2) although they yield many results for comparison with molecular 

dynamics or Monte-Carlo calculations. One of the more successful 

of these integral equations, the Percus-Yevick· (P.Y.) equation (3) , 

has a relatively simple closed form solution for a system of hard 

spheres(4) . The solution for a single component hard sphere fluid 

with interparticle potential 

v(r) = f, 
t..£, 

(1.1) 

r > R 



\ 

2 

was obtained by Wertheim(S) and Thiele( 6). Lebowitz( 7) general­

ized Wertheim 1s method to get the solution of the P.Y. equation 

for mixtures of hard spheres with potential between particle of 

species i and j, 

vij (r) = f, l. a, 

r < R .. 
l.J 

r > R .. 
l.J 

when the diameters are additive 

R . . = ·\ (R .. + R .. ) 
l.J l.l. J J 

(1.2) 

(1.3) 

These solutions have been used(S) extensively in connection with 

x-ray and neutron scattering data from simple fluids and from 

liquid metals. In the latter experiments it was noted that the 

assumption of additive diameters may be ~~ossly invalid for so~e 

liquid metal mixtures~ 

Following this the P.Y. equation for mixtures of hard spheres 

with potential (1.2) but without the assumption of additive di&~ 

meters was considered by Lebowi~z and Zomick( 9). They considered 

in particular the case 

. (1.4) 

where ~ satisfies the following inequalities 



(1.5) 

They obtained an exact solution in one dimension, and a partial 

solution in three dimension$. 

Recently Widom and Rowlinson(lO) proposed a model for study­

ing liquid-vapor phase transitions which is isomorphic to a 

two component system in which there are no interactions between 

particles of the same species and a hard core of diameter <t 

between particles of different species. This model, and some 

(11) d h . .  
generalization of it , were proven to un ergo p ase transitions 

{in two and higher dimensions) corresponding to a separation of 

the components when the density is sufficiently high� These 

results follow from very general arguments and do not give any 

other .information about this system. Such information, apart from 

its inherent symmetry so nicely exploited by Widom and Rawlinson, 

has so far been obtained either from simple mean field theory or 

3 

from low de nsity expansions (via Pade approximations) and from some 

machine computations on related systems. This system has the inter­

particle potential (1.2) with the distance of closest approach between 

species i and j, 

(i ,; j) 

(i = j), 
(1.6) 



In Chapter 3 of this paper we deal with this system in 
(12)

detail and find the exact solutions in one and three dimensions. 

In one dimension, the solution.is unique up to a certain density 

and becomes non-unique after that. The physical solution can, 

however, be found from the continuity of the pressure and is just 

the continuation of low density solution. The free energy ob­

tained from this solution of the P.Y. equation remains stable for 

all values of the density . We compare the values of pressures 

4 

with the exact result. For values of density less than l, in units 

in which 2cr = 1, the agreement is very good. The direct correlation 

function is the Bessel function of zeroth order. In three dimen-

sions, a solution is obtained explicitly, by making use of the 

(13) 
technique devised by Penrose and Lebowitz , in a parametric form.

This solution gives a maximum density, that is, the integral 

equation does not yield a solution at a density higher than this 

one. Below this, we find a density at which the susceptibility 

diverges with 'classical' critical indices. The low density 

expansions are given for the pressures both as obtained from 

the compressibility relation and from the virial theorem. 

The radial distribution functions, correlation functions and 

their Fourier transforms are drawn in the graphs at the end. 

Th 1 d h . . 1· . (14)ese resu ts are compare wit some rigorous inequa ities 

on the correlation functions of this system. 

In Chapter 4 we consider the P.Y. equation for another case 

of hard sphere mixtures with potential (1.2) and R12 
in (1.4),



but with different inequalities for R .. and ct, namely 
l.l. 

5 

(1.7) 

In one dimens_ion we get an exact solution, while in three dimen­

sions we fail to obtain an explicit solution due to the great 

complexity of the remaining algebraic equations.~ Solutions of 

this system reduces to two limiting cases, that is, to the case 

of one-component system as ct~ O, and to the case of Widom­

Rowlinson model as R ~ O. The latter case is obviously not to 

be derived from (1.7), and this suggests that there might be a 

general way of getting the solution for P.Y. equations of mixtures 

of hard spheres with potential (1.2) and the distance of closest 

approach (1.4) defined with the equality 

(1.8) 

rega~dless of the value of ct(positive) and R. 



CHAPTER 2 . FORMULATION OF PROBLEMS 

In this section we derive the P.Y. equation for a general 

binary mixture of hard spheres, in one and three dimensions, 

and discuss the general approach to its solution. 

The earlier work done by Ornstein and Zernike(lS) contributes 

to the definition of the direct correlation functions between 

particles of species i and j, C .. (r). These are defined in terms 
l.J • 

of the radial distribution functions, g .. (r). In a uniform binary 
l.J 

mixture with densities P1 and P2 , 

2 
gij(r) -1 = Ci/r) + f=1 P,t J [gi_e(lr 1 b -1] C.e,j<lr-r'l)dr' (2.1) 

where P,t is the density of species .t, assumed spatially uniform. 1 

The symmetry gij(r) = gji(r) also gives 

Cij (r) = c ji (r) (2 .2) 

(16) 
The P.Y. approximation is written in the form 

(2 .3) 

and we see that with the potential v .. (r) defined in (1.2) the 
l.J 

right hand side of (2.3) vanishes for r < Rij and the left hand 

side does for r > R .. , 
l.J 



C .. (r) • 0 
l.J 

for r < Rij 

for r > R .. 
l.J 

(2.4) 

The 'contact values' gij (Rij) are to be understood in the sense 

of limit, 

(One dimension) 

g .. (R .. ) = 
l.J l.J 

lim 
r-'R+. 

l.J 

= lim 
r-'R .. 

l.J 

g .. ( r) 
l.J 

C .. (r) 
l.J 

(2 .5) 

7 

We consider the one-dimensional case first since it is simpler 

t imil ( 17) h h d • • 1 Th. 1 • t ye s ar tote tree 1.mens1.ona case. is case a so peruu. s 

comparison with the exact solution. Instead of manipulating 

Cij (r) and gij (r) (which are discont.inuous 

duce· a new continuous function cr .. (r), 

at lrl = R .. ), we intro­
l.J 

er ij (r) 

l.J 

[

(P.P .)~ C .. (r) 
- l. J l.J - \ 

(P.P.) g __ (r) 
l. J l.J 

r < R .. 
- l.J 

r > R .. 
- l.J 

(2.6) 



Combining (2.6) with (2.1) and (2.4) yields, 

2 
a . . (r) = A - I: J dy cr-d(y) a,, .(r-y) 

1.J ij J.=l J..(, .,{/ J (2. 7) 

IYI ~ RiJ,' lr-yl < RLj 

where 

= (P. /p . ) \ A .. 
l. J JJ 

for r :=:, O. • We look for the solutions of eq. (2.7) such that 

J I g .. (r) -1 I dr < Cl) 

l.J 

(2 .8) 

(2 .9) 

This asserts, essentially, that the system is in a single phase 

and leads to a boundedness property on the Laplace transform of 

cr
1

j(r) which we shall use later. Writing out (2.7) explicitly 

yields 

aij(r) = Aij 

8 



.• 

,,, 

Since the right side of (2.10) is of a convolution type, we 

look for a solution in terms of the Laplace transforms. 

Using (2.10) the Laplace transform of a .. (r), which we 
l.l. 

shall denote by a .. (s), can be written in the form 
l. l. 

9 

a .. (s) j
.(X) -sr 

a .. (r) dr (2 .11) ., 

l.l. 0 1.1. 

= A .. 

s 

= A ..
� 

s 

r 

A 
C',,1,11\ 

·,,/�" 

2 
t

) 

- E
i-=1

e 
0 

2 
J

Ri,e, 
- E t=l -Ril,

r+R. -sr dr J
1.1, a it (y) a 1,/r-y)dy

Max [R1,e,, r-Ri.e,]

� j
.m

-sx
-sy dy e a

,e,j
(s) e ai.e,(y) 

Ri,e,

The domain A for the 
integration of the 

f. --- ..,..,.,..,.,.,.-rr.,"""'-r:/ 

�--..i---l'-----+Y 
-� 0 / RtR. 

----,,,o.,._➔.,,�..,,,.,..�,.,.,..,�t

second equality in (2.4) 
is shown in (a), and 
changes to domain Bin 
(b) after the variable r
is switched to x where

Fig. 1 

Eq. {2.11) can be written as 

2 

( b) 
X = r-y.

o11
(s) = Aii - j=l G1_e(s) lF.ti (s) + F

_e
i(-s)f

s 

• F .. ( 2) + G .. ( s)
l.l. l.l.

(2 .12) 



10 

where 

(2.13a) 

and 

(2 .13b) 

The Laplace transform of cr .. (r), i I j, generates additional 
l.J 

terms other than G .. (s) and F .. (s), as can be seen from the domain 
l. J l.J 

of double integratton shown in Fig. 2. A similar discussion to 

(2.11) gives 

Fig. 2 

2 
a .. (s) =A . ."-I: 

1 
G.n(s)lFn.(s)+F,,.(-s)l 

l.J ...!J.. l= i...t1 .l'.IJ ..tlJ 
s 

-\u .. (s)-U .. (-s) l 
l.J l.J . 

(2 .14) 

assuming ~l :S. ~ 2 without losing 

any generality, 

where U .. (s) has one of three possible expressions according to 
l.J 

values of R .. 's, 
l.J 



11 
R .. -R.. R .. 

. l.J l.l. l.l. 

(l-& ij) j O e -sr dr Jr-Rij CJ ii (y) a ij (r-y) dy' 

for R11 :'.: R22 ::_ ~ 2 (2.15a) 

R .. -R .. 
. J J l.J 

(1-6 .. ) j 
. l.J 0 

-sr 
e 

R .. 
. l.J 

drj cr .. (y)a .. (r-y)dy, 
r-Rjj l.J JJ 

for R12 ::_ Rll ::_ R22 

with 6 the Kronecker's delta function, 
ij 

i = j 
i 'f j. 

(2.15b)· 

(2.15c) 

(2.16) • 

Eqs. (2.12) and (2.14) with (2.13) and (2.15) provide the whole 

set of Laplace transforms for a . . (r)'s and can be rewritten in a 
l.J 

2 x 2 matrix form, 

1 + * ~(s) = ;1 - 5(s) ! {s) - U (s) (2 .17a) 

or 

(2.17b) 



_12 

where we have defined 

+ E (s) = t(s) + E(-s) (2.18a) 

(2.18b) 

~(s) = ~(s) + F(s) (2 .18c) 

(2.18d) 

~(s) = s 
+ 

I + s r (s) (2 .18e) 

(2 .18f) 

To exploit the condition (2. 9) we now define the ma trices 

~(s) and ~(s) by the relations, 

and 

where an element of~, is A!., 
l.J 

(2.19a) 

- .!. ~' s (2 .19b) 

r_ 



13 

2 
A!.= I: l ~J, A.J, =IP.P. a 

l.J i,= l. J l. J 
(2 .20a)' 

(2 .20b) 

with Aij defined in (2.8). The diagonal components of ~(s) are 

- A' ...1l, 
s 

The limit o:f B
11 

(s), 

1 im B .. ( s) = 1 im B G . .e ( s) A . .e - A ~ . 2 
s .... 0 l.l. s .... 0 l 1 i ..ll J 

s 

= I: lim f. J, (s)~ J A. J,, 
J, s .... 0 1 1 1 

s 

•sR .. 
when R -+co G .. (s) ... 1 e iJ 

(2 .2la) 

(2.21b) 

(2 .22) 

is finite due 
sR .. 

F ...... 1 e l.J 
l.J -

to (2. 9). 

* and U .. (s) 
l.J 

i-s , l.J - , 
s 

.... 1 es(Rij • Rii) for the system with 
s s 

R11 :'.: R22 :::_ R
12

• Therefore we see that the Bii(s)'s are bounded 



and entire on all the rays in the right hand side of the complex 

a-plane. We can say the same about the left hand side of the 

complex s-plane since ~(-s) = -~T(s), and by the Liouville's 

(18) 
theorem, the B .. (s)'s are constants.· By looking at the value 

l.l. 

of Bii(s) as s-+ m, we conclude that B .. (s)'s vanish all over 
l.l. 

the complex plane, that is, 

14 

L .. (s) -A' =O 
l.l. ii (2.23) 

s 

We can therefore write a .. (s) more explicitly 
l.l. 

"1.·1.·(s) = 1 A .. - l·· A!.+ G .. (s) (1 A .. - F .. (s) - Ut.(s)] 
; l.l. ~ l.l. l.J . s l.J l.J l.J 

(2.24) 

+ G .. (s) [1 A .. - F .. (s)], i ,j. j 
l.l. - l.l. l.l. s 

Taking the inverse Laplace transform of (2.24) yields finally for 

a ( r) - A - A ' r, ii - ii ii r < R .. , 
- l.l. 

(2 .25) 

since the last two terms of (2.24) die out for large value of 
-sR .. 

nn l.l. 
.!MIS as, or faster than, order of e 

The off-diagonal components of ~(s) do not give any simple 



15 

relationship which gives rise to various complexities for different 

values of R . . 's. Therefore finding the form of a
12

(r) constitutes 
l.J 

the main problem in Chapter 3 and 4. The solution in three 

dimensions follows very closely the one dimensional case. 

(Three dimensions) 

Similar steps are taken in the three-dimensional case as in 

the one-dimensional case. Defining 

=[-211 

L211 

( \ 
P.P.) r 

l. J 
~ 

C .. (r) 
l.J 

for r < R .. 
l.J (2 .26) 

(P .P .) r 
l. J 

g .. (r) 
l.J 

for r > R .. 
l.J 

we have from (2.1) and (2.4) 

r 

2 
ai. J. ( r) = A r - !: j. 

ij .t=l r'2~lr-r'I • ai.e<lrl) a.e/lr-r•I} ck' 

- - -

(2.27) 

2 
Switching the _volume element dr' (=r' dr 

sin 8d8dcp) to dr' dx d8 with r', r, x and 

8 shown in Fig. 3 and using the volume 

.Fig. 3 x = r 1 -r, 

I r I I = y, I r I = r and IX I = X 



converting factor (Jacobian) of -x/r•r', in the integral, (2.27) 

becomes, 

r • 

where 

2 f:D 

A .. - I: jR a. J, (y) 
iJ i,=l iJ, i 

16 

(2 .28) 

(2 .29) 

From the way of defining a . . (r) in (2.26) we expect that the 
1J 

first derivative of cr .. (r) with respect tor, a __ (l)(r), will have 
1J 1J 

some similarity to a . . (r) defined in one dimension. a. _(l)(r) is 
1J 1J 

obtained from (2.28) in the form 

where 

j 



The Laplace transform of (2.30) can be written in the form 

of 2 x 2 matrices 

or 

2 
s ~(s) = ~ + s • ~(s) E*(s) - s Y,*(s) 

-1 
~(s) = l!(s) • ~ (s) 

where we have defined 

F*(s) = E(s) - r ( -s) 

Y,*(s) = '!:!(s) - R<-s> 

a (s) = ~(s) + r<s) = 

(s) 2 
- sR*(s) !! = A - s F(s) = = 

(s) 2 
K = s I - s~*(s) = 

I =G ;) = . 
u1j(s) Jm -sr dr = 0 e P .. (r) 

l.J 

The requirement that g .. (r) - 1 as r - min such a way that 
l.J 

17 

(2 .31) 

(2.32a) 

(2.32b) 

(2 .33a) 

(2.33b) 

(2.33c) 

(2.33d) 

(2.33e) 

(2 .33£) 

(2 .33g) 



J rlg .. (r) - 11 dr <CZ) 

l.J 

18 

(2 .34) 

implies that G .. (s)-2~/s2 can have no singularity in the 
l.J J. J 

closed right half plane of s. To make use of this· condition 

more effectively we introduce the matrix g(s) and B(s) in the 

same manner as in the one-dimensional case, 

~(s) = ~(s). !;!T(-s) 

• -1 T T ). 
= ~(s) ~ (s) ~ (-s) = g (-s 

where 
2 

A 1 •• =nI:
1 

21'T /P.Pn A. n = 21'T ~ a 
J.J ~= J. ~ J.~ J. J 

with A .. defined in (2.29) •. The diagonal components of ~(s) 
l.J 

are 

-Ar 
11 
2 

s 

(2 .35a) 

(2 .35b) 

(2.36a) 

(2 .36b) 

(2.37a) 
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-A I 
22 

, (2.37b} - 2 
s 

and can be seen finite ass - 0 due to (2.34), that is, 

/' 
= limlG .n (s) A. n - A! ·J s-o l.~ l.~ l.l. 

2 
s 

(2.38) 

Also when R1,s - a, • 
1 -sR. . 1 sR .. 

G .. (s) --e l.J, F .. (-s) --e l.J and 
l.J s l.J s 

l s(R .. -R . . ) 
Uij(s) - ; e l.J 1.1. for the system with R11 :'.: ~ 2 :'.: R12, where 

the last bahavior for 1J .. (s) is obtained from (2.33g) and (2.31). 
l.J 

'l'herefore the Bii(s)'s are bounded and entire on all the rays in 

right hand side of the complex s-plane. Since ~(s) = 1T(-s), 

~(s) = ~(-s), so that we can set B .. (s) equal to a constant, 2B., 
- - l.l. l. 

by using Liouville 's theoriii- 8) We then find that 

Now we can write a . . (s) explicitly 
l. l. 

(2 .39) 



• s a .. (s) =A .. 
l.l. ...1:!. 

s 

+A!. + 2B .. 
l.l. l. l. 4 -2-

+G.
1

(s) [F .. (s) -A .. ] 
l. l.l. l.l. 

2 
s s s 

+G .. (s) [F .(s) -A .. +lu~.(s)] 
l.J iJ ..1:J. - l.J 

2 s 
s 

This yields after taking the inverse Laplace transform 

2 4 
aii (r) = A .. r + B .. r + A!. r for r :'.: .Rl.. i 

l.l. l.l. ...1:!. 
24 

since the last two terms of ( 2.4G)die out for large value of 
-sR .. 

20 

(2.40) 

(2.41) 

Rts as, or faster than, the order of e 11
• To find a . . (r),ilj, 

l.J 

needs different methods according to the system and gives rise to 

great complexities. 

These direct correlation functions, C .. (r)'s, allow us to 
l.J 

get the thermodynamic properties of the system as will now be 

explained. 

(Thermodynamics) 

Given the solution of the P.Y. equation for C .. (r) and 
l.J 

g
1

j(r) there are different ways of obtaining thermodynamic quantities 

from these correlation functions. These ways would all be equiva­

lent if we had the exact functions. They are generally not equiva­

lent for the P.Y. solution (e.g. in the P.Y. solution for the binary 

additive mixture of hard spheres solved by Lebowitz, the compressi-



bility pressure is slightly above and the virial pressure is 

slightly below the'exact'on~l
9
) in the low density region.) 

21 

Thus we may 'get' a thermodynamics from the virial theorek 20) 

which relates the pressure to the 'contact' value of the 

distribution function. This pressure from the virial theorem, 

V 
so called virial pressure P, can be written for a two component 

.hard sphere system in the form 

P .P .c g .. (R .. ) 
l. J l.J l.J 

(2.42) 

where~= 1/(kT) (we shall set~= 1 from now on), and c is R .. 
l.J 

or 
3
2 

TT R~. in one and three dimensions respectively. 
l.J • 

Another way of obtaining thermodynamics from the correlation 

functions is to use the 'compressibility relations'( 7) 

0 C ) J -
pi µ. i.(P l'p2 = 6 - p. C .. (r) dr (2 .43a) 

ij l. l.J 
0 p . 

J 
oµ.~ ope (P l'p 2) 

1 - E J C .. (r) dr =~ p. 1 (2 .43b) p. apj 
= ap. l. l. l.J l. l. 

J 

whereµ.: and Pc are respectively the chemical potential of the ith 
l. 

species and the pressure, as obtained from the compressibility 

relations. 



CHAPTER 3. SOLUTION OF P.Y. EQUATION 

FOR WIDOM-ROWLWSON MODEL 

3-1. One dimensional solution 

The P.Y. equation of this srstem with (1.5) 

for i 'f j 

i = j, 

yields a . . (O) directly from (2. 7) or (2 .25) in the form 
l.l. 

(3.1) 

We also find U .. (s) and L .. (s) for this system from (2.15a) and (2.23) 
l.J l.l. 

6 jet -sr j·O U .. (s) = (1- .. ) 
0 

e dr ,..,cr .. (y) a12(r-y)dy 
l.J l.J r-... JJ 

L .. (s) = A 1 

l.l. ii 
s 

Writing out (2.10) for this system yields 

= 1,2 (3.2) 

a ( ) A j·r-¼O' a ( ) a ( ) d 1.· -'- J0 

ij r = ij - r..t:X ii Y 12 r-y Y' r 
(3 .3) 

and 

(3.4) 
= p - p 1 2 



Eq. (3 .4) gives 

Eq. (2.17a) also yields 

where we are using the notation introduced 

any function f-(s) 

+ f (s) = f (s) + £(-s) 

* f (s) = f(s) - f ( -s) 

For the off-diagonal elements of ~(s) 

find such a bounded and entire function as 

elements. L12(s) and L21 (s) are explicitly 

in 

in 

for 

• 

P2-P1 
s 
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(3 .5) 

the last section; for 

(3.7a) 

(3.7b) 

(2.19a), we cannot 

the diagonal 

The difference between L21 (s) and L12(s), however, yields using 

eqs. (3.5) and (3.6) 

(3. 9) 



Now that the relations between 

been obtained in (2.23) and (3.9) a 
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+ the L .. (s) 'sand F .. (s) 's have 
l.J l.J 

relation for F:.(s)'s and H .. (s)'s 
l.J l.J 

is desired since they have the same behavior for large&ts. For this 

purpose, we derive from the definition of �(s) in (2.19a) 

Among the four matrix elements of the above equation, only two 

are linearly independent due to the symmetry of the system 

between 1- and 2-species. These are 

= s (3. lla) 

We then can rewrite (3.lia) and (3.llb)·using (3.7) in the form, 

(3 .12a) 
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* By eliminat~ng L21 (s) from (3.12), we obtain a functional re-

lationship of the form 

(3.13a) 

or simply 

(3.13b) 

where we have defined 

+ 
'f ( s) Hl2 + - - All Fl2(s) 

2 
(3.14a) 

+ 
ii(s) - Fl2(s) (3.14b) 

2 

2 ' A2 µ. - All- 11 (3.14c) 

(3 .14d) 

The right side of (3.14c) proves to be positive and equal to 

ai_z(a). This can be seen by looking at the asymptotic behavior of 

sL11 (s) as Ms - 00 in (2 .19a). 

(3 .15) 

along with (2.23) 



-
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The functional equation (3.13) is of the same form as in the work 

of Lebowitz and Zornick. The functions 'i'(s) and i(s) are entire 

even functions of the complex variables with the·asymptotic 

behavior s-l exp [4 l&esl], for larges. The solution to this 

functional relation is 

'i'(s)= ±µ, cosh Ot IE(s) (3.16) 

The signatures of 'i'(s) and f(s),i.e.,the signs in (3.16) and 

(3.17) are to be taken positive withµ= a 12(a) > O. This follows 

from the behavior of G12(s) as IU,s - = in (2.32b), that is, 

-1 -1 
Gl2(s) = Hll(s) Kl2 + H12(s) K22(s) 

+ H12 (s) 

+2 s(l-F 12) 

(from Eq. (2.33e) 

{s2 L (sign 'i' - sign f) 

-4µ.
2 

(sign 'i' - \ sign ~J (3.18a) 

where sign 'i' means +l (or -1) if the signature of 'i'(s) is positive 
-0'5 

(or negative), so that G12(s) should have the behavior K ~ with 

K, a positive constant. This asserts that 



-

-s<X e 
G

12 
(s) = µ, -;- for large s 

confirming the choice of signs in (3.16) and (3.17). 
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(3.18b) 

The contact value g12(a) is obtained in terms ofµ. using (3.18b) 

= 0'12 (O' +) 

= Ii.Di [s exp (sO') G12(s)] 
s - C0 

= µ. 

The quantityµ. in (3.16) defined in (3.14c) enters as a 

parameter in the solution. From (3.17) 

t,(O) = \ sin 2µ.a' 

while from (2.8) 

2 =AI 2 µ. 
11 - All 

2 
= P1P2 - Ji;(a-P -P ) 1 2 

= plp2 (1 - 4 t 2
(0)) 

(3.19) 

(3 .20) 

(3.21) 
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since 

(3 .22) 

This yields the equation forµ,, 

µ. = ✓PiP2 cos 21J'Y (3.23a) 

or simply 

q = ,, cos q (3.23b) 

with q = il g
12 

(O') and the reduced density 11 = 20' /p 
1
P 

2 
for the 

,-. 

one-dimensional system. For 11::::, 110 ~ 2.80, the solution of {3.23) 

forµ. is not unique. The continuity of the pressure, however, makes 

it possible to choose the solu.tion along the first branch of cos q 

where q :'.: ; , that is, along the branch of .the low density solution. 

We will see this from the expressions for pressure in the next section; 

3-2. Thermodynamic properties in one dimension 

Equation of state: 

The virial pressure is obtained from (2.42) and (3.19), namely 

Pv = P + 2a /p
1
p

2 
µ. (3.24) 

where p is the total density, p 
1

-fi) 
2

, and µ. is defined in (3 .23a). 

From the compressibility relation 



we obtain 

C 
-P 
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(3.25a) 

(3.25b) 

The exact pressu</J may be obtained,for P
1 

= P2 =~,from 

the equation 

p 
p = l + \P/[l+exp (\P)] (3.26) 

The above three pressure are plotted in (Figure 5). From this 

we see that for P :: 1 (in .uni ts in which 2<X = 1), the agreement i:s very 

good, while for P _. co they converge to different values; 

Pv p _. C0 TT 

p > 1+-
4 

(3.27) 

Pc p· _. C0 .. ) 2 p (3.28) 

(3.29) 

:i.Jll 
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a 1 .(r) and their Fourier transforms: 

Eq. (3.14b) provides the Fourier transform. of c
12

(r) since 

-sr + sr 
e e dr 

2 

(3 .30a) 

and therefore 

~ ex -ikr c12 (k) = j -a c12 (r) e dr 

= -2~(ik) /Jp
1
p

2 

= -2 µ sin& h2-t4µ
2]/ ~. (3 .30b) 

/plp2 

~ The inverse Fourier transform of c
12

(k) yields c
12

(r), 

c12 (r) = F J 0L2~//p 1P2 for 

(_o for r > ex (3 .31) 

where J 0 is the Bessel function of zeroth order. It is seen from 

(3.31) that c12 (r) < 0 for all lrl < ex. 

The Fourier transforms of the correlation functions [g .. (r)..:11 
l.J . 

is denoted by H .. (k). Using the definition (2.1), we find 
l.J 

'. 

,I 

l Jll 
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H .. (k) = C .. (k) + E p ~ H. i, (k) C .. (k) 
l.J l.J i, J(, l. l.J 

(3 .32) 

hence 

-f. 1~ ' ~ - 1 '.,. //p p Hll (k) = , 1 2 L l-P l 2c12 (k) - (3.33a) 

~ ~ Cl2(k) Hl2 (k) = Pl2 --2 
1-P lp 2C12 (k) 

(3 .33b) 

H,ij (k) were foµnd numerically and are plotted in Fig. 6. The 

.. numerical calculation of the inverse Fourier transform of ii12 (k) 

1
in (3.33b) converges very slowly because of the slow decay of ~12(k)• 

ask - = . We can, however, combine cl2(k) and Hl2(k) into such 

a form that 

H12 <k> - c12 (k) = (3 .33c) 

for which the inverse Fourier transformation is yery rapidly con­

vergent. 

(3.33c) yields not only the radial distribution function but als·o 

automatically checks the accuracy in the region r <a through the com­

parison with c12 (r) in (3.31). 

3-3. Three dimensional solution 

Similar steps are used in the three dimensional case as in 

the one dimensional case. The results from Chapter 2 for this 



system yield 

and 

Lii(s) = 2B. + Ail ]. 2 
s 

a22(s) - all(s) = G22(s)-Gll(s) 

2 
• 2TT(P2-P 1)/s 
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(3.34a) 

(3.34b) 

(3.34c) 

The off-diagonal elements of L(s) in (2. 35·.) yield the following 

relations, 

(3 .35a) 

(3.35b) 

Their difference is 

(3.35c) 

which has the ~s/s - behavior for large Rls in common with u;
2

(s), 

and 1½_2 (s). 

......., 
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From the relation 

(3 .36) 

we get two linearly independent equations 

(3.37a) 

Toe other two elements of (3.36) are the same as {3.37) after 

some manipulation with the help of (3.35). Using the superscript 

of '*' and '+' to define 

(3.37) can be written as 

All Hl2+ + 2TT(P2-Pl) 

2 

(3 .38a) 

(3.38b) 

2 * * 
s Fl2 - F12 2TT(P -P )] (3.39a) 
2 -;-- 2 1 



l-
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The above equations in (3.39) may be combined into one re­

lation by eliminating L21 (s). We find 

This leads to the equation 

where we have defined 

+ * 
Y(s) s \ ~ Hl2 (s) + AllF12 

* t (s) s F12 (s) 

2s 

E(s) s s6 
- 4h(s) 

2 2 
h(s) s Bll s + µ 

2 =A I A - 11 - 11 

We also see that from (3.34b) 

= All I + 2Bll 
-2-

s 
2 

_s _-+_00...,) - a 12 (CX) 

s 

(3 .40) 

(3 .41) 

(3.42a) 

(3 .42b) 

(3.42c) 

(3 .42d) 

(3.42e) 

(3.43) 

J 

ll 

---- .. 
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or 

2Bll 
= 

-cr 12 
2 

(a) (3.44a) 

h(s) 2Bll
2 2 

(3.44b) - (s 
-z1)

and 

zl = µ./crl2 (ex) (3.44c) 

'i'(s) and 0(s) are both even and entire functions and have the e�5
/5

behavior for large Rts, with the plus sign if Rts - fl» and the minus 

sign if Ms - -= .as can be seen from the way that they are defined. 

Solution of the functional equation: 

A functional equation of the type (3.41) was solved formally 

by Penrose and Lebowitz for the P.Y. equation of the system consid­

ered by Lebowitz and Zomick, i.e. R11 �R12
,0 <a<\ (�2-�1).

The P.Y. equation for that system has not yet been solved explicitly, 

though, because of its complexity. Our system, R11=Rz2=0, has how­

ever a relatively simpler structure. Let us define f(s) by the re­

lation 

£ (s) = '.I:' (s) + l"E(s) i(s). (3 .45) 

We can then rewrite the functional equation (3.41) in the form 
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f(s) • f(-s) = h(s) (3 .46) 

Penrose and Lebowitz have showh
13

!1iat if E(s) and h(s) share 

no coumon zero, then a functional equation of the type (3.41) can 

be reduced to-a Hilbert problem on the arc, the solution of which 
(21) 

was found by N.I. Muskhelishvili. 

To manipulate this recipe, we observe that E(s) and h(s) do 

not share any conman zeros since E(s) = s 6 
- 4h(s) and h(O} :/: 0. 

Then the final solution yields 

with the condition 

ttn J(t)dt 
IE(t) 

(3 .47) 

(3 .48} 



.s 

-z
. 1 

(a) 

-t3 t, 

G< 
-tz. -f.2 

I 

c/ C1. 
2. 

(b) 
-�

t3 

Fig. 4 

Three integrations along three closed contours surround­

ing the three cuts c
1 

have the same effect as a single 

integration along a path c2 which encircles three branch

cutsi c
1

• This is equivalent to integrations along the 

paths Ci, c2 and c3. ±t
p

+t2 and ±t3 are the zeros of the

sixth order polynomal E(t). +z
1 

are the zeros of h(z). 
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!I' 

·:1 



where 

I(s) = /E~s) 
2m. 

t-z1 J(t) -
t+z 1 

' 

Jc .tnJ(t) dt, 
l /E(t)+ (t-s) 
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(3 .49) 

(3 .50) 

and c
1 

is the system of cuts parallel to the real axis as shown in 

Fig. 4, branches of .tnJ(t) are chosen so that .tnJ(t) is an odd 

function, and ./E('i:'5+ means /i'ft) along the dotted positive cuts c
1 

shown in Fig. 4. The integration in the right hand side of (3.49) equals 

to one half of the integral around the closed contour surrounding the 

three branch cuts, c2 • By the Cauchy theorem we can change the integra­

tion path into c1 + c2 + c3 where c1 is a contour around the logarithmic 

branch of J(t) on the real 

pole in the integrand at t 
I(s) = /E(s) 

2TTi 

= /E(s) 
2TTi 

= /E(s) 
2TTi 

axis and c3 is a contour around the single 

= s. Thus 
~ Jc .tnJ(t) dt 

2 /E(t) + ( t-s) 

~ Jc f -f{; I -f{; f 

1 2 3 
.tnJ(t) d t 

- .tnJ(s) 2 
IE(s) J 

/E (t) + (t-s) 

dt + j.co d t 
+ zl + 

IE(t) (t-s) IE(t) (t-s) 

(3 .51) 
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The function tnJ(s) · has discontinuities~ across the cuts 

✓E(s) ✓E(s) 

(z 1,=) and (-z 1,- 00
). These are cancelled by the discontinuities 

in the integral which can be found from the Plemelj formulae 

given in Muskhelishvili. <2_l)' <22 ) 
' .. 

Let us rewrite I(s) in the form 

where 

Having found f(s) we can write 

i (s) = f(s) - f(-s) 

YE(s) 

¥(s) = f(s) + f(-s) 
2 

tdt 
✓ + 2 2 E(t) (t -s ) 

• (3 .52) 

(3.53) 

(3 .54). 

(3.55) 

The sign of f(s) in (3.47) can be shown to be negative either from the 

behavior.of the functional relationship near s=O, or from the 



behavior of G12(s) ass 

The solutions ~(s) and 'i'(s) are, then, on the imaginary 

axis, s = ik 

'i' ( ik) cos 1
1 

(ik) 

where 

3-4. Thermodynamic properties in three dimensions 

Equation of State: 

40 

(3 .56a) 

(3 .56b) 

Two representations for the pressure are taken in the same 

way as in one dimension; from the virial theorem and compressibility 

relation, and their low-density expansion are found. 

The virial pressure can be written in a parametric form from 

eqs. (2.51) and (3.56) 

(3 .57) 

On the other hand g
12

(~) is determined as follows: 

11 



~ 
C12 (k) 

~ ~here c
12

(k) is the Fourier Transform of c
12

(r), and 

Also from (3 .53), (3 .54) and (3 .56) 

tdt 

/E(t) 

(from (_3 .48)) . 

1
1 

= 2µ. j.co td t 
zl 2 

/E(t) t 

By changing the variable t to z 

we get 
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(3 .58) 

,. 

(3 .59) 

'.i 

.. 
~ 

i.t 

(3.60a) 

ti, 

(3 .60b) 

(3 .60c) 

(3.61) 



11 (0) =

.t:D 

I = j 1 z 
0 

Ql3 
. 

2'TV1��-2 •••

0 

dz 
z fz3-t4z

0 

- 2c11 /1-4� 2 > 113 = s= 

I
l 

- 4

dz 12 0 z 
0 1z3-+4z -4 

z = 

Q
-4i 2 

)
2/3 

o • 1J \cl�(") I 

2�-o = sin I1

We finally obtain the contact value and the density in terms 

of the parameter z 
0

lc 12 (a) I = g12 (a) = cos r
1

./z
0

I2/2

Therefore, with (3.57) and (3.64) 

42 

(3.62a) 

(3 .62b) 

(3 .62c) 

(3.62d) 

(3. 62e) 

(3.63) 

(3.64) 

' 

.1 

II 
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(3 .65a) 

or 

(3 .65b} 

The compressibility relation and its pressure are written 

~ ope = 1 - p J c12 (r}dr (3.66a) 2 
opl 

= 1 - 2 (P2/p 1) 
~ 

'o (3.66b} 

The pressures are drawn in the Fig. 8 and 9 with respect to the 

total density and composition respectively. 

Low density expansion of the pressure: 

The low-density expansion for pressures is obtained by expanding' 

I 1 and I 2 in the parameter z:\, then eliminating z
0 

in favor of~ 

using (3.64). Let us first expand 11 and 12 , 

2 . (-1) n 

= 2 z- 3 / 2 [1- 12 
0 -

3 63 

-3n+3 
4n l1•3•5 ... (2 n-1)} • z Z 

0 

(4n+3) (4n+5) ... {4n+(2n+3)} 

1 + 3 • 6° 2· 4 • 1 
3 11 ·13 ·15 -6 
~ zo 

-3·20·2·4·6 
15 ·17 ·19 •21 

1 + ... J (3 .67) 
9 

z 
0 

~ 

~ 

' ~ 
J 
~1 ·, 

•· 

,I 
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l + 6•2~4 1 - 20•2•4·6 1 + .. .J 
3 9•11~13 -6 13•15•17·19 -9 

z. z zo ·O 

(3 .68) 
n { l -3n-3/2 4 1.3.5 .. (2n-1) . z. 

0 

(4n+3)(4n+5) ... !4n (2n+3)i 

3 
These expansions will converge for z > 16. 

0 27 

Then with {3.62), (3.63) and {3.64) the coefficients are found for 

the density expansion of c12(k) at k = 0 and for lc12(cr)l, 

This yields the following viri~l expansions for the pressure 

4 4 6 6 
+ .08714 PiP2 - .03908 P/ 2 

+ .01969 P~P: - .01145 P~OPiO 

+ .00785 Pi 2Pi 2 - •••• } 

(3.69a) 

(3 .69b) 

(3. 70a) 
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~Pc = Pl+P2 + plp2 l1 -
2 2 

.16190 Pl2 

+ 
4 4 

.04665 P 1P 2 -
6 6 

.01721 P 1P 2 

+ 
8 8 

.00732 Pl2 - .00386 PioPio 

+ .00216 PioPio - ... i (3. 70b} 

The fact that the direct correlation functio~ c12 in the P.Y. 

approximation is a function only of~ (and not P1 ~nd P2 separately) 

is a consequence of the fact that only certain types< 27) of Mayer 

diagrams are summed in this approximation and that the Mayer function 

for this system are 

fii(r) =O, i = 1,2, £ 12(r) =£ 21 (r) =t: (3. 71) 

. Our results ca.n be compared directly to the first few terms in the 

cluster expansion for the P.Y. direct correlation function, we find 

+ higher order terms of (P 1P2) 

= 1 (34/315) P1P2 + ... (3.72) 

which agrees with the results of our solution. 
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Critical indices and the critical point: 

Since the temperature does not play any role in hard sphere 

systems and may be taken as being fixed, 

• d • (Z 3) • f h d • h in ices in terms o t e ensity near t e 

we look into the critical 

critical point. /22
~\ 

~x~)P 
and /o3g) vanish together at the critical point, where g is 

\ax3 
P 

the Gibbs free energy per volume, xis the perceatage of the 

species-1, x = p 
1

/p, p = p 
2 

+ p 2 and P is the pressure. The 

symmetry of this model reduces these conditions to 

for x = \ (3.73) 

where f is the Helmholtz free energy per volume and PC is the criti­

cal density. 

The inverse susceptibility provides a critical index Y p defined 

as 

-1 u2) Yp X (P) = o f -'"'C (P -P) , for p< p 
2 C - C 

ox p 

(3.74) 

Differentiating the free energy further we find the hyper-

susceptibility index Ep 

d4£) ~ (P -P) EP 
4 . C 

ax P 

(3.75) 

The critical index for compressibility, ap, is obtained 

from 

r 

, .. 
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- Ol 

oC (P -P) 
C 

p 
(3. 76) 

(23) . 1 · h The scaling hypothesis for critical indices imp ies tat 

"'P + Y P + EP = 2 • (3.77) 

The free energy like the pressure can be obtained from the 

. correlation function in different ways; For the exact solution 

both would give the same free energy. Quite generally, the free 

energy can be exp~essed in terms of the pressure as 

= f
,i 

where fi, the free energy for an ideal gas, is 

= E x. in x. + LnP 
i i 

1:. r)2-lc12 (ct) I (virial expres_sion) 
3 

-J·11 f dTl (compressibility) 
0 0 

(3. 78) 

(3.79) 

(3 .80a) 

(3.80b) 

t , 



I 

~ 
t 
I 
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where 11 = 2 n <l'
3

p .f(x(l-x)). 

First we see from (3.65), (3.66) and (3.76) that 

op > 0 for P < P 
dp - C 

(3.81) 

for both pressures which yields 

(3.82) 

On the other hand, X-l is obtained by differentiating f twice 

with respect to the composition x by the relation 

x-1 =d2fJ x-+%> 
4 G-P~(~) Jil i d1l0 -

oX2 p 1)2 

-t +4 J~ ~0/il • d'll [from the compressibility] (3 .83a) 

- 4 (Tl g (CX) j.l] [ from the viria 1 + 0 '812 (CX) dTl) - 12 theoremJ (3 .83b) 3 

Now since ~O and g 12(a) are well behaved and approach a constant 

value as~ - Tl we see that 
C 

y = 1 
p 

-1 Also X is drawn in Fig. 10. 

The hyper-susceptibility is found to be 

(3.84) 
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04f 
32 - 12TT a 3p a3f of1 (3 .85) = + 4 ail" for X=\ 

ox4 ori3 

and with the help of (3 .80} and (3.78) we find that 

a4f 
= C C > 0 at 11 = i) (3 .86a) 

Ox.4 ' C 

and 

(3. 86b} 

Eqs. (3.82), (3.84) and (3.86b} show this Widom-Rowlinson model ex- . 

hibit:s a clas~;ical phase transition in the three dimensional Percus-

Y . k . . (24) • ev1.c approxima ti.on . A detailed calculation using (3.83) leads 

to the values of the critical density for both expressions of the free 

energy. They are 

11 ~ 1.6736 
C 

I· 

for the compressibility relationship and 

~ 11 = 1.7876 
C 

(3.87b} 

from the virial equation. Recently Rowlinson, et a1<25) obtained 

the critical density for the P.Y. compressibility approximation of 

this· system 

(3 .87c) 

by Pade approximant methods .. This is seen to agree with the result 

(3.87a) obtained from the exact solution. 

II 

C: 
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a and their Fourier Transforms 
ii 

Eqs. (3.56) and (3.58) provide the Fourier transforms of the 

direct correlation function and radial distribution functions, 

where • 

c 12(k) = 2~(ik) 

/pl2 

2 2 
Y = 4k /1 2 . 

"" -2CT12 ~-) 

/pip2 

(3 .88a) 

(3.88b) 

The Fourier transforms of the correlation functions g .. (r)-1, 
. 1J 

Hij(k), follow directly from c12(k) via the original defining 

equation (2.1), 

(3.89a) 

Cl2 (k) (3 .89b) 

1 -

H.j(k), C .. (k) and g .. (r)-C .. (r) are found with the help of 
1 1.J 1J 1J 

machine computation and drawn in Fig. lI-and 12. 

IC 

II 

It 

II 

If 

II 



It is seen from the graphs that the P.Y. gi
1

(r) is larger 

than 1 and g12(r) is less than 1 for 'almost all' values of r. 

..51 

The exact radial distribution functions satisfy(l 4) the inequali­

ties g .. (r) ::_ 1 and g12(r) < 1 for all r . 
. l.l. 

11 

I , 
·j 



CHAPTER 4. P. Y. EQUATION FOR A MIXTIJRE 
OF HARD SPHERES WITH R11 = R22 = R and 

R >a> 0 

4-1. One dimensional solution 

The P.Y. equation of this system with R .. 
l.J 

R... = 
l.J 

for i :/: j 

R for i = j 

yields a.
1

(R .. ) directly from (2.25) in the form 
l. l.l. 

a . . (R .. ) = A . . - A ! . • R 
l.l. l.l. l.l. l.l. 

and. 

(4 .1) 

(4 .2) 

-sR A' -sR.. R -sR (4 .3) 
(1 - e ) - - ii (1 - e J + A1

1

1 e 
2 s 
s 

Also for this system (2.23) holds, that is, 

L .. (s) -
l.l. 

A' ...ll = 0 
s 

The off-diagonal elements of ~(s) in (2.19) yields 

II 

ll 
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Combining the above with (2.17} yields 

(4 .5a) 

• Ll2 (s)-sU12 (-s}=Al2 +sG12[A22 -F22 (s) ]+sG1lA21-F21 (s)-u;l] 

We introduce X(s) 

where 

s s 

X(s) = L21 (s) 
s 

u = lim 021 (s) 0 s-o 
- A21) , 

s 

We then se<l 6ihat X(s) is entire and bounded in 

of the complex s-plane since X(s) is finite as 

(4 .5b} 

(4. 7) 

the right hand s~de 

Ris - CD. In the left 

hand side.of s-plane, X(s) also remains finite for O ::a< R since 

L
12

(s) = -L
21

(s). Therefore we can say that X(s) is entire and 

bounded everywhere in the complex s-plane and by the Liouville theorem(lB) 

X(s) is constaut everywhere, This constant is zero as can be seen by 

looking at the value of X(s) at infinite Ris. 

•· 
II; 

e 
= -



Hence, we obtain 

L21 (s) = su21 (-s) + su12(s) +Ail+ u
0 

s 

and similarly 

L12 (s) = su 12(-s) + su 12(s) +Al2 - u
0 

s 
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(4.8a) 

(4 .Sb} 

u0 is found from (2.17) after taking inverse Laplace transform to 

be 

(4 .9) 

a 12(s) can therefore be rewritten as 

- Ail - U2l(s)-Ul2(s) + G2l(s} [A!l - Fll(s)] 

s 

+ c22(s) [A12 - F12(s) - u;2 (s)] . 
s 

(4. lOa} 

where, if a vanishes, this reduces to the additive diameter case 

with equal diameters. In the case O <a~ R, there will be breaks 

in c12(r) at r = a and at r = R - a. Eq. (4.10} can be rewritten 

in the form 
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(4. lOb) 

The last term in (4.10b) will contain terms of the form e-s(R-0'). 

It is therefore desirable to define a new function V(s) which h~s the 

same behavior as.L 12(s), that is, efXs/s at larges; 

F12 (s) • •-l A
12 

+ e..as V(s) - [L12(s) + U~(s)] = F
21

(s) (4.11) 
s 

Using (4.3), we get for H(s) defined in (2.18d) 

where 

-sR 
e 

' 

~.(s) • A
1
1 ./s and Y.(s) :s -A!./s + (A .. -A!.R). 

1 1 1 11 11 11 • 

Also from (4.5) 

H
12 

(s) c: -s e -Rs V(s) + L
12 

( s ) 

H_ ( ) e-Rs V(s) L ( ) --z1 s - -s - 12 -s • 

(4 .12) 

(4 .13) 

· (4 .14a) 

(4 .14b) 

ll 

II 
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Now if (2.19) is transformed to 

(4 .15) 

then the diagonal elements in (4.15) yield 

(4.16) 

where 

µ.2 = A ' - (A ' R A ) 
2 

• 1.·1.· • • - •• 
l. l. l. l. 

(4 .17) 

the off-diagonal elements in (4.15) yield relations for V(s) and 

or 

(4 .18b) 

and two relations are identities. Also 
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Y1(s) 
bl s+al- �1-�2

= (4.19a) 

Y2(s)
b2s-+a2 �1-�2

= (4.19b) 

al
= Ail/ (Ail -A22) = 

p 1/ (P 1-P 2) (4 .19c) 

a2
= A22/(Ail-A22) 

= 
Pz/(P2-Pl) (4.19d} 

bl =
(A11R11-A11)/(Ai1-A22) = -l/2a(l-g}-(l-g}/2(p1-P2) (4.19e)

that is 

s s 

On the other hand, sL12(s) is an analytic function and can be

written in the form 

( ) 
[ P2(s) - �fc5\ JsL12 s = µ, � 

s s 

(4 .20) 

(4 .21) 
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with two even and analytic functions, P(s) and i(s), of s. 

Finally we obtain, from (4.16) with (4.20) and (4.21), the 

functional relationship 

2 2 Y (s) - E(s) I (s) = A 

with 

Y(s) = AP(s) + B~(s) 

= /A Pl-+P2. + l-1; 

P2-P l pl -P2 

(13) 
The solution of (4.22) is obtained in the following form 

i(s) = + /L_ sinh[cr /42-4µ. 2] • 
E(s) 

(4.22) 

(4.23a) 

(4 .23b) 

(4 .23c) 

(4 .23d) 

(4.24a) 

• (4.24b) 

Comparing these solutions with (4.8) and (4.21) we can detennine 

~ 

Ii, 

,, 
Iii-



--··· 

[ 
I 

I 
I 
I 
I 
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that the signature of l(s) and i(s) are both positive. Toe 

compressibility of this system is found from the definition (2.8) 

with (4.2) 

A11 ~ P1-P2 + a [(l-P 2R)2-P1R2] 

2 (1-s) 

where a= A22-tA
11

. The value of i(s) yields using (4.13) 

(4.25) and (4.26) give a and A
11 

in terms ofµ, 

a .= p + 2 ~ sin 2µa 

(l-s)
2 

~ sin 2µa 

pl (l-"S)2 

(4 .25) 

(4.26) 

(4 .27) 

The contact values of g .. (r) and C .. (r) are seen from (2 .23) and 
J.J J.J 

(4.3) 

g . . (R) = -C .. (R) 
]. ]. J. l. 

(4 .29a) 

R , 



that is, 

and 

= µ. 

+~ sin 2µa 

P 2 c1-s) 

ets 
e 

-as 
e 

where µ. is related to ~( 0), using (4.17) by 

Defining 

µ.2 = ~2 

(l-$)2 

2µ.a = q 

(4.31) can be rewritten 

q = 11 cos q 

. 2 (1-sin 2µ.a) 
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(4 .29b) 

(4 .29c) 

(4 .30) 

•· 

(4 .31) 

(4 .32a) 

• (4 .32b) 
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Here again we find the non-unique solution of the P.Y. solu-

~ tion, as we did in the Widom-Rowlinson model, for~> . ~ a 2.80. 
- • 0 

We note however again that only one branch of· (4.32b), that is, 0 

,:::2µa <TT/2, yields a continuous pressure. 

We can al~o verify thermodynamic stability of this solution. 

= o1,1,1, This requires that the matrix M1,J· be positive. In fact, 
~ 

J 

The equation of state for two different ways of getting 

thermodynamics are 

Pv 
kT 

2 2 
= p -f'P + P1-+P2 

1 2 --=--=-
1 - $ 

+ 2 (R-ta) li\P 2 µ, 

and Pc from (4 .28). 
kT 

sin (2J.lll') 

(4.33) 

(4.34) 

As shown in this section, our system yields the same relation 

for all thermodynamic quantities with those obtained by Lebowitz and 

Zomick( 9) regardless of the different distances of closest approach 

between particles. 
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4-2. Three dimensional solution 

This system resembles very much the system considered by 

Lebowitz and Zomick. The results from Chapter 2 for the three 

dimensional case yield for this system 
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a
1
.
1

(r) =A .. R + B .. R
2 + A! .R

4 
l.l. l.l. l.l. 

(4 .35) 

and 

24 

Fi 1 (s) =A1.·1.· +2B1.·1.· +A!. - e-sR {1[A .. R+B .. R
2

+A!.R
4

] 
l.l.. - l.l. l.l. l.l. 

2 3 5 5 24 
s s s 

+A!.R +A!. 
l.l. ...ll 
4 5 s s 

The off-diagonal elements of (2.44) are 

(4.36) 



or in terms of a . . (s) 
l.J 
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(4.38a) 

(4 .38b) 

which make L21 (s) and L12(s) related to bounded functions in such 

a way that 

(4 .39) 

(for R > O') 

• - -~There the super script (n) means the nth derivative with respect to 

the argument. r. 

On the other hand from the first derivative of (2.28) we get 

U .. (s) 
l.J 

s ... Q)-> A a(l) ( ) 
7 •• - 12 0 ]. 1 

2s 

(i /j) (4 .40) 



Noting ... the boundedness of [L .. (s) -A!./s2J ass ... O, the
l.J l.J 

•• 

Bij
(s)'s (i+j) are bounded and entire(26) everywhere in the com-

plex s-plane since L
12

(s) =L12(-s),etc. Hence using the Liouville 

theorJ. 
18? we get
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L12
(s) 

·2 2 - A 1

12 + s u12 ( -s) + s u21<s) -su = 2 B120 (4.41a) 

L2l(s) 
2 

+ s u21(-s)
2 

+ s u12 (s)

where u0 
= (A21 - A12) /2 

and 

[ 2 J * 

X A22 -s F22 - 012 +L12<s)

s 3 

s 

- A 1

12 
+ sU0 

= 2 Bl2 (4 .4lb) 

2
s 

(4 .42) 

In the first bracket in (4.42} there is a term with the asymptotic 

form e 
-(R:!,_O') s and this prompts us to define a new-fu�ction V(s). h-iving

• -¼O's I L the asymptotic form e- as &ts r 00
• The second bracket doesn't 

contribute to the Cf • • (r) (r < R
12) or F .. (s). 

l.J 
-

l.J 

Let us write F12(s) in terms of V(s), u
12

(s) and L12(s) which

have the asymptotic behavior e±!P aslRtsl- 00 



Using the notation of (2.44) this can be transformed to 

[ 3 * ] U(-s) U(s) = �(-s) s I + l!(s) /s

where 

-sRe 

s 
-Rs 

1½1 (s) = e 
V(s) - L21 ( -s)

s 

Y. = s 
l. 

+1

s 

a 2B.. A!. 
�- = - � - ...1:l:. 

l. s 3 s 

[A .. R + B .. R
2 + Ail R

4

] +[A ..
l.l. l.l. 

[2B. i + 4ii R
2

]
l. 

-

2 

l.l. 

24 

+ A!. R + Aii -1:.!. 
-3-2 

s s 

+ 2B .. R + Aii R
3

]
l.l. 

6 
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(4.43) 

(4.44) 

(4.45) 

(4.46a) 

. (4 .46b) 

(4 .47a) 

(4.47b) 

Very similarly to the one-dimensional case in the previous section, 

we get the diagonal components of (4.44) to yield 

(4.48) 



6.6 

where 

h(s) - iY.(s) Y.(-s) +~.(s) [s 3 +t3.(s)]} 
l. ]. ]. ]. 

= A!. - A~.+ 32 A!. A .. R3 + \ .B .. A!. R4 +-712Ai!i2 R6 
].]. ].]. ].]. ].]. ].]. l.l. 

+ s2 { 2B + [A 13 2 1 • , 4] 2 } 
il. • . .R + ... R + -

24 
A .. R (i=l,2) 

].]. ].]. ].]. 

2 
s 

The off-diagonal_ components give two identical relations 

where 

(4 .49) 

(4.50) 

(4 .5la) 

(4 .5lb) 

2 
Also from (4.41) s L

12
(s) proves to be an analytic function 

which can be decomposed into an odd and an even part. Using the 

two even analytic function P(s) and ~(s) we can write 

L
12

(s) = ~ s~(s) - P(~) (4.52) 
s 



I 

where 

T} = 2TT a
3 

(P - p )1 2 
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(4. 53) 

and we have us�d the fact that the odd part of L12(s) vanishes when

P 1 = P 2 or when a = 0. 

In fact i(s) and P(s) are more explicitly 

P{s) 

= L12(s) 

2sTl 

A' = 2Bl2 + .J1.3 s 

·R R+Rll + s j
0

(-sinh sr)dr J- O'-(r-y)a12(y)dy • r+Ru �(from (4 .41)) (4 .54a) 

[ 2 * 2 * \ s u12 (s) + s u21 (s)] (4 .54b)

Both the diagonal and off-diagonal elements of (4.44) yield 

a functioµal relationship, that is, from (4.48) and (4.50) using 

(4.52) yields, 

(4 .55) 



where 

!(s) = a(s) P{s) + b(s) ~(s) 
s 3 ~ (s) 

a(s) = - Y_(s) Y_(-s) - ~
2

(s) 

112 

P(s) - ~
2

(s)-~
1

(s) 

T] 

b(s) = b 1s
4

+b2 s
2
+b3=' [y+(-s)Y_(s)+Y+(s)Y_(-s-)] 

b 1 (s) = - R
2

(B A -BA )/11 -R
4

b /8+R\B A'-B A')/Tl - + + - - 3 - + + - -

C (s) = s 
6 

{y+ (s)Y+ (s)+Ct32 (s) -f\ (s) ]
2

} 

= 8 6 4 2 - els -+C2s -+C3s -+C4s -+C5 

h
2

(s) - a(s) C(s)=s 6 {~
2

(s)-~
1

(s) }
2 

E(s)/11: 

E(s) = s 6 - 4h(s) 

a = a2 /Tl2 = (A R+B R2 + A~ R4)2 /TJ2 
l - - - - 24 -

a = (-A 2+ 1 A A'R 3 + ~ A'B R
4 

+ .!. A
12 R

6
)/TJ

2 
2 - 3 - - - - 72 - -

C = - cr2 = TJ a +4(B -h ) 
1 + - 1 + 1 
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(4.56a) 

(4 .56b) 

(4.56c) 

(4.56d) 

(4.56e) 

(4 .56f) 

(4.56g) 

(4.56h) 

(4 .56i) 

(4.56j) 

(4.56k) 

(4 .561) 

(4.56m) 



• 
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(4 .56n) 

(4 .560) 

C = - 4(B A' - B A') 
4 + + - - (4.56p) 

C = A •
2 

- A •
2 

= - 4 A' A' 
5 + 1 2 (4.56q) 

The formal solution to (4.55) can be obtain<J-J)in the same way 

as was done in the case when R = O. Calling the two zeros of h(s) 

and a(s) ± z 1 and+ z2 respectively we have 

where 

·and 

I(s) = - i /E~s) 
2m. 

21Ti 
2 r . 

1 

dt 

, 

-In J~). ( 

/E(s)__J 

(4 .57a) 

(4.57b) 

(4 .58) 



/ 
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(s-z1) 
(s-z2) =� � 

J(s) -
' 

zl
and z2 "J:: 

(4 .59) 
(s+z1) 

(s+z2) �-r; 

Except for s in the intervals, z2 > s > z1 and -z1 > s > -z2 we

can write the above in the form 

(4. 60) 

1:- z
[ 6+40'

2 ( 2 - 2 ) J 2j' 2 
s 12 s zl z 

1
tdt 

Just as in 3-3, our purpose is to get a parametric solution

in terms of z1. z
2 

can be determined by considering the asymptotic 

behavior of the �(s) matrix together with B
12. What we get inmediately 

is 

lim 
s ... 0 

bl
= 2B .. + a: .(R .. )

].]. l. l. l.l. 

h2 
= A' ii

P(s) = -A I 

= 
12 'Y A I -b i

0 - 3 0
a2 

= C
4/8 Ai2

(4.62) 

(4 .63) 

(4.64) 

(4 .65) 



In addition, we can derive the following relations, 

16 B A I h(H� B: h2

�� 7]2 

. 2 
T] 

= -

71 

(4.66a) 

(4.66b) 

(4 .66c) 

(4.66d) 

(4.66e) 

(4 .66f) 

From these equations we can, .in principle, solve for B_, B+,A_and A+

which will then determine z
2 

uniquely. Because of the complexity of 

(4.66) we have not_: been able to obtain an explicit solution of these 

equations but hope it will be solved explicitly later. 



APPENDIX 1 

Graphs for Widom-Rowlinson Model 
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Fig. 5. One dimensional pressures for the Widom Rowlinson Model 
vs. the total density P = P1+P2 , where P1=P2 and la=l. 

Pex is the pressure from the exact result by J. Lebowitz 

and D. Zomick, Pv the virial pressure and Pc the 
ex TT c 

compressibility pressure. P /p - 1 + 4 and P /P - 2 

when P while they are in good agreement for P < 1. 
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Fig. 6A. One dimensio~al_Fpurier .transform of [the radial 

distribution function -1] between like particles 

for the Widom-Rowlinson model. 
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Fig. 6B. One dimensional Fourier transform of[the radial distri­

bution function -1] between distinct particles for the 

Widom-Rowlinson model. 
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Fig. 7.... One dimensional Fourier transform of the direct 

correlation function between distinct particles 

for the Widom-Rowlinson model. 

76 



77 

Fig. 8. Three dimensional pressures vs. the total density at fixed 

compositions for Widom-Rowlinson model. Disconnected points 

correspond to the compressibility pressure and connected points 

to the virial pressure. They are drawn for five values of 

composition ratios,xi = Pi/P , that is, xa = 0.5, xb
= 0.4, 

xc = 0.2, xd • 0.1 and x
e 

= 0.05.
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Fig. 9. Three dimensional pressures vs. composition at fixed 

densities f~r Widom-Rowlinson model. The virial and com­

pressibility pressures, pv and pc are shown with connected 

and d~sconnected points respectively for four densities; 

PA= 1.6725 PB= 0.9031, PC= 0.5262 and PD= 0.1915 where 

2m3 is set equal to unity. 
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Fig. 10. [1 - 0.25 x-1Jvs. composition at fixed densities in three 

dimensional Widom Rowlinson model. The susceptibility, X, 

diverges at the density, P = 1.673 for the compressibility 
~ relation and at P = 1.78 for the virial expression·. 

PA= 1.6725, PB= 0.9031, PC= 0.5262 and P0 = 0.1915 where 

2m3 is set equal to unity. 

-



I 
ii 
::; 

' ~ = f'c -
I 
I 
! 
i 0 
; 
I 

-2•00 

-S•OO 

80 

Pa 1 
!?:.d._ 

4 16 1B aJ 
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Fig. llA. Three dimensional Fourier transform 

of the direct correlation function be­

tween distinct species for the Widom­

Rowlinson model. PA= 1.6725, PB=0.9031, 

PC= 0.5262 and PD= 0.1915 where 2 na 3 

is set equal to unity. 
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FCN TI-E i-i SPECIES 

Fig. llB. Three dimensional Fourier transform 

"' 

off the radial distribution function-I]• 

between like species for the Widom­

Rowlinson model. PA • 1.6725, PB=0.9031,

Pc
=0.5262 and PD

=0.1915 where 2 na3 

is set equal to unity. 
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Fig. llC. Jhree dimensional Fourier transform 

of[�he �adial distribution function-lJ 

between distinct species for the 

Widom-Rowlinson model. PA
= 1.6725,

P
B

= 0.9031, P
C

= 0.5262 and PD
= 0.1915

where 2 n a3 is set equal to unity. 
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Fig. 12. Three dimensional radial distribution and direct correlation 

functions in the Widom-Rowlinson model. 



• APPENDIX 2 

WIDOM-ROWLINSON MODEL 

Widom and Rowlinson(lO) proposed the following model system 

of a fluid; sometimes called the pel\l?trable sphere model. Each 

particle has a volume v and the potential energy of a N particle 
0 

system is given by 

(A. l) 

Where W(i\, ... . 'rN) is the union of the mathematical and penetrable 

volumes of all the N particles in Euclidean space,and Eis a positive 

constant. U(r 1, ... ,rN) is always negative and is zero when none of 

the volumes overlap. It has the lower bound U(r 1, ... ,rN)::: -(N-l)E. 

This lower bound is proportion~l to N and therefore satisfies the 

stability property necessary for the existence of thermodynamics. 

The grand canonical partition function of this system is 

(A.2) 

where 8 - E/kT. 



On the o·ther hand the two component Widom-Rowlinson model 

di§CU�s�d in this thesis has the interparticle potential v .. (r) 
lJ 

given in �q. (1.2) 

t (r < R .) 
._ iJ 

(r > R .. ) 
lJ 

r (i ;, j)

· ., Lo (i .. j)

(A.3) 

(A.4) 

where R .. is the distance of closest approach between particles of 
J.J 

11pee:ie� i an..d j. Con.sider now the two component_ system consisting 

of N
1 

particles of .species 1 and N2 particles of species 2 in a volume 

V •• For ilny fixed configuration rl' ... ,rN of the N
2 

particles of
2 

jpecies two, the free volume accessible to the N
1 

particles of

�pecie� one in the total volume Vis 

(A.5) 

wher� Wis the volume excluded by the particles of species two. 

Sumsning pver all particles of species one in the grand canonical 

pa�tition function then yields, with proper boundary conditions, 

N2 
exp (Fmix V/kT) = i

2 
[z2/v

0] /N2!

x Sv . . .  Sv exp l[v-w(rp·•�, rN2)]zl/voldrl" •• drN2 (A.6) 

-
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where z1 and z2 are the dimensionless activities of the two 

species normalized so as to be asymptotically equal to the dimen-

sionless densities P1 = v
0 

N1/V and P2 = v
0 

N2/v, v
0 

in three dimensions. 

= 4 TT a 3 

3 

The grand partition functions (A.2) and (A.6) for the one 

and two component systems provide the transcription rule from two to 

one component systems. The pressure P(z,8) in the one component 

system is related to the pressure Pmix (z 1,z 2) in the two component 

system by the relation 

V 8 P(z,8) = -8 + V 8 P. (8,z exp 8) 
o o mix 

(A. 7) 

Thermodynamic identities for the one component system P = z X 

[o(8P)/oz] 0 , U/EV = [o(0p)/o8] and P. = z. [o(8P. )/oz.J 8 . z 1. 1. mix 1. 

enable us to get further transcription rules 

= 1 - P - v U/EV 
0 

(A.8) 

(A.9) 

-

• 
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