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ABSTRACT 

The classification of composable, finite dimensional, 

quantal simple two product algebras yields many different 

types only one of which seems to occur in nature . This 

suggest the following questions is there a conceptually 

instructive way of characterizing the quantum mechanical 

two product algebra in relation to all other two product al­

gebra obtained through the classification? The thesis 

provides a positive answer to this question through the 

introduction of the set ~ of states as partially defined 

morphisms from the algebra onto an underlying it 

algebraic field. ( ~ == { H o IN"l (0'J P) / EJc- J - a family 

of domains 3 ) . 
It is shown that s 

(•) Transitivity of the automorphism group 

of the algebra on the set ~ is the property 

of the two product algebra defined, over a 

real closed field, by a nonisotropic 

involution which distinguishes it from all 

other algebras obtained through the 

classification. 

(··)The condition of transitivity of the 

aut omorphism group on the set ~ is equi­

valent to the following separabil i ty condition: 



p( C- ']:' v '- J is separable if for any .f,, {;2. E [) 

such that { 1 -:f f2 there is <lE HoM((), r) 

with -1 Cf, ) -=F -8 (f. ) . 

An algebra is separable iff every v e T 

is separable. 
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INTRODUCTION 

1. Background and Motivation 

This thesis is based on the algebraic analysis of 

classical and quantum mechanics undertaken by Grgin and 

Petersen1 )2 ) Their study centered on the interplay 

between two concepts which were abstracted from the 

algebraic structures present in both mechanics. These 

concepts are: 

1. A two product algebra over a field F: 

where G is an unspecified product and o< is Lie i.e • 

.fo_ ~ = - ~c;(f 

0 :: fct (~c)_ h) T ~ ~ (!-, 0:. f) + ~ oZ(f.'ot~) 
The two products are related to each other through the 

"distribution" property of d.. with respect to 6 

.f a( c ~ 6 h) -= (f ol. ~) 0 h + @ 0 ( f' 0-. h) 

In other words the operator r~ is a derivation with 

respect to 6 . In Classical Mechanics 6 is the commu-

tative ,associative product and~ is the Poisson bracket 

in the set of differentiable real valued functions on 

the phase space; in Quantum Mechanics 6 is the anti-

1 )E. Grgin and A. Petersen, "Duality of Observable and 
Generators in Classical and Quantum Mechanics, '' J. of Math. 
Phys., 15(6), 764-9 (June 1974). 

2 )E. Grgin and A. Petersen, Algebraic Implications 
of Composability of Physical Systems. (To be published in 
Communications in Mathematical Physics.) 



commutator divided by 2 and ~ is the commutator divided 

by 2i in the algebra of hermitian operators on the 

Hilbert apace. 
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2. A composition class :J of two product algebras -

a set of two product algebras equipped with a product 
I"-' (?"' ,...___. 

o : J 'f. J -------7 J with properties 1 

a. A, o A2 then 

1e, 1~ "' 1e, ~ 1ez. i.e. the underlying linear space 

of the product algebra A12 is the tensor product 

of the underlying linear spaces of the component 

algebras. 

b. A, o ( A2 o A3) -= (A, oA2)o A3 

c. The field r (considered as an algebra (~ ~ ~ ~) 

with 6 being the product in F and o<. '!!! o ) belongs 

to r;"J • • • and acts as a un~t m ~t. i.e. 

F'oA= AoP =A 

The composition class satisfying those 

properties is a semigroup with a unit. 

The authors investigated restrictions which the 

semigroup structure imposes on the algebraic structure 

of the two product objects belonging to the class. They 

showed thatc 

1. All composition classes of two product algebras 

over the field F are obtained from a family labelled by 

a parameter U. E 
• • 2 ) (where p :-= F" - { 0) I 17 :o p . r 0 
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2. If 

A 12.. = A, 0 A2 = (-u. ~ J.e.1, 6',2. =- ~. f),_ - at. r:A., ~ ol~ ) ci.,L = 6; 9.Zl. t- <>(! • i;z )-
J. For every (1e 

1 
6 1 C>L) in ~ 

fo ~ = ~ 6 ~ 
J) 

[ f , ~ I ~JO = QJ{' I ~I~ J o( 

If a = 0 then 6 is associative and commutative and 

we call the algebra (Rip, <J 
1 

J , a = o ) a classical 

two product algebra; if a I 0, then G is special 

Jordan4 ) and (1e. Jr
1 

6 , o1.. , a_ =t=- O ) is a guantal two 

product algebra. 

These results show that the compatibility of the 

composition class structure with the structure of its 

members leads to the determination of all composition 

classes (a global concept) and to the determination of 

the product 6 for each t wo product algebra (a local 

concept). The connection between those two levels of 

analysis is provided by the parameter a. 

Elements of the classification of all simple5) two 

product algebras are contained in an unpublished 

J)If (A , ii ) i s an algebra then [ f, ~' h] 1f :-:: ({Tr ~) IT h - .flT(~IT !.tJ) 
is the associator of o . 

4 )A Jordan algebra (A, n) is an algebra which fulfills 
conditions: [li , Y] rr = o, !):., Y . ~?Jn~o. A Jordan algebra (A, 1T ) is 
Special Jo:d~ if there is a monomorphism, (A,rr)-" (U, C.l}for 
some assoc1at1ve U . 

5)A simple two product algebra is an algebra without 
simultaneous nontrivial fi, o- ideals. 
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paper6 ) c 

1. There are no finite dimensional classical two 

product algebras over the field F of characteristic 0. 

2. In a case when the field F is of characteristic p~o 

the classification of non-commutative?) Jordan algebras 

is incomplete. However, among the known cases there is a 

large class of nodal, Lie admissible algebras which 

are classical. 

J. For any field F there are four series of quantal 

algebras 

a. (Je- l r ~ G, ol.., a.=_ , ) = (f"ljp , [ ,l~ , C , J_) 

b. (J{IFI E) I 0( I ~~-I) - ( "1/b, ( ~) I [ , ] .. , [ I J_ ) 

c. (1t;r 1 6 1 a- , R~P) = (s"J ( rvtfr: (e-)) , ± [ , l-~- : i e C , l - ) 
d. ("X :r . s-.~ R4- r ) -=: (SJ (Nj6(r rel) I ±C ,l .. , fe[,]_) 

where 
111 II'\ M I and M/ are total matrix algebras over 

k ~k) 
( . ) 

respectively, the field K and a division ring 6 

over the field K 

( 
0

' ) e\. -et,_ I p 19) iS the quadratiC extenSiOn Of 

which includes the root G • 

J is an involution of the second kind in H"'B) 

6 )E. Grgin and A. Petersen, Classification of Two 
Product Algebras. (To be published.) 

7)The classification of classical two product algebras 
is achieved by analyzing a noncommutative Jordan product 
'(:=. 6-+ol o 

B)See Appendix 1. 



(iv) SJ (I'( ) is the set of J -symmetric elements 

of M"' with S"J ( Pf9)) ::: SJ ( 6 (P (9 )} = P 

One sees that the set ~ of simple, quantal,finite 

dimensional two product algebras contains many different 

types only one of which seems to occur in nature (the 

algebra of the type c. for r being equal to JR. and d 
being a non-isotropic involution). 

The question arises1 is there a conceptually 

instructive way of characterizing the quantum mechanical 

two product algebras in relation to all other elements of 

the set 9 ? 

xii 

This thesis gives a positive answer to the question 

by exploting the framework suggested by Grgin and Petersen 

in their unpublished paper.9) Its main points are the 

following: First, the authors assume the existence of 

three objects the structure of which is unspecified: 

(·) an object Ob whose elements are called 

observables 

(•·) an object VVwhose elements are called values 

( · · ·) an object --8 whose elements, called states, are 

partially defined morphisms ( () b-----" vJwi th 

respect to the unspecified structures. 

Second, they impose upon this scheme certain conditions, 

the role of which is to induce structures in those objects. 

9)G~gin and Petersen: Hamiltonian mechanics, preprint 
(unpublished). 



The imposed conditions were as followsr 

1. Au~ 17" -= {td1 
2. The group Rl,(_ + Ob can act in the set ---:3 

through the requirement of the commutativity 

of the following diagramr 
0 b G- Ob 
''' -{ 

-3' ' ..1}7 t!? 
(For every 6- E Au f(Ob) and .-:5 f -8 there exists 

a unique ~·f ~ which satisfies the diagram.) 

The outlined program was not carried out in its full 

generality. 

In the present paper we assume thatr 

xiii 

( · ) the set Ob is an algebra (-Je(fl ,o) which is the 

substructure of a two product algebra (1e.rr1 6 1 ol.. J E (j) 

( · ·) the set v of values for (1€.1p,6) is the field P 

( · · ·) the ~ of states is equal to { HOW' ( e-·J P) I t) E- T~ 
where r is the family of commutative, associative 

subalgebras of ("1e. 117 ,t>). Each subalgebra is 

generated by an element f f 1e and the unit of 

the algebra (d'e
1
p,GJ. (Clearly the family 1 

constitutes the covering of jt .) 

The choice of this family as the family of the domains 

of partially defined morphisms is suggested by the 

following remarks concerning finite dimensional Quantum 

Mechanics. 
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In the standard formulation of Quantum Mechanics an algebra 

of observables is an algebra('klR• ~J .. ?f hermitian o.perators 

on a Hilbert space (v/~ 
1 

t' ). Each normalized eigenvector e ~ 

of an operator A is a possible pure state of a system 

represented by this algebra. Moreover, if A e ~ = a. .: e ~_ (a.l €112.) 

then r ( e ~) A e ~) -= a.~. 

Let us consider now a particular operator A E 1eftR ' 

the collection of its eigenvectors {e ~ ~ , and the 

subalgebra lf( A) generated over reals by the unit 

I E. ~frR 1 [ ,J+) and all powers of A. As the algebra (J.e.(tf<, [,1+) 

is finite dimensional there are oP ~ 1<.) 0 linearly inde-

pendent powers of A so that any element 

can be uniquely written in the forms 

Any eigenvector 

by letting ~~ (X} : = 
e L. determines a map l'e . : lJ(A) ---7 IR 

(.. 

The map ~ ~ is a homomorphism of (J(A) onto ~ s 

if y = t Y..., AfYI then l'ei. (X. . y) ::: re ~ ((~ Xi a.U . ( 'u y..., A"")) = 

set { X ( A) t ()( A-) I 0..~ is a root of the equation X 0.) =-

2. k }. Xo + )<.1 '), T x2 1 -+ -+ 'f.k 1 The normalization 

of eigenstates guarantees 1-:. ~ ( I) :: I ~ IQ 

It is clear that I" -+ r. e~ -r <j 

belong to different eigenvalues. 

iff ~ t 
1 

eJ· 

Hence, each eigenvalue 



of the operator A determines a homomorphism from 

onto reals . 10 ) In a case when A is nondegenerate 

(i.e., when tJ (A) i s a maximal, associative subalgebra 

on the generator A), there is a one-to-one correspondence 

between normalized eigenstates of A and homomorphisms rei 

It is important to notice that, if A is nondegenerate, 

the maps r£ bear the homomorphic property simultaneously ... 

only on ~ ( A) ; each particular ~ - can be extended to 
' 

a larger sub algebra (}"l ( A 1 :::> (J(A) by enlarging its kernel. 

XV 

However, the domain on which all of them are homomorphisms 

is equal to t7 ( A) = n ~ (A). 11 ) 
( 

10 )In a standard approach the map ~~ is allowed to 
act on the whole algebra ~ , L.1~ As the algebra ("1€.1/P. , C ,1.,.) 
is C ,l~- simple no map of this type can be a homomorphism. 
Therefore the map ~" respects only the linear structure 
and ignores L ,] ... product . - hence, a connection to the 
statistical interpretation of quantum mechanics. 

11 )To see this more clearly one can consider the 
following example 1 Let ( V j <f 

1 
I' L ·) ) be J dimensional 

Hilbert space and the operator A has the representation 
(~ ~l:) in its eigenbasis { e l 1,:. . f7 ( A) is then 

the set of all dia9onal matrices in this basis. Ker ~,= 
= {(~ ~~) I '~- 1 'If IR J and it can be extended to i (~! \)I'L<= ([ J 
SO that the domain of re,: can be extended to 17, (A) ""' 

::: J(~ i ~)/""' "'"' Y E- {(, ·u <LJ It is clear that re; is a homo-
morphism on EY1 C 1-\-) • Similarly, the domain of r-e

2 
can 

be extended to the sub algebra f) 
2 

(A) -== /( i ~ \) \ Y.J Y1 ...., f Iii, 2 ' c } 

lJ3(A) to Ui1 ~)I Y- , 'f,lJ~R, Zf<LJ 

The intersection of these domains is equal to ~(A) . 
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On the other hand any orthonormal basis ie ~ } in 

v""t ([_ I r (- 1.)) determineS a maximal , aS SOC iati Ve SUbalgebra 

which serves as a domain for the homomorphisms 

Any nondegenerate operator A E f7e and I e 'Jetre can 

serve as its generators. Hence, the set -1' = f Hom(~ P)i tTt- '1'­

-the family of maximal associative subalgebraslis isomorphic 

to the set of pure states of finite dimensional quantum 

mechanics. 

Let now [ rec L:. be the set of morphisms on 

the subalgebra lYe and U be a unitary transformation a 

e ~ IY"~ : =Lie~ ,t =- • , .. V"l, Then, the maps rue~: = r(Ue~ ) · Ue~)=-

r(e~, LL>uec) are homomorphisms on the subalgebra G-q(EJ~) 

= i u Au+ I A t ()e J . We see that action induced by the 

subgroup of Au HJ.€.11R.,C,J ... ) on the set of states is equivalent 

to the action of this subgroup on the family g-' of maximal 

one generator subalgebras. Moreover, since any two such 

bases are connected by a unitary transformation, Au+ r ·1e{1R, C, J ... ) 

,..,....J ' . acts transitively on the family 

The main conclusion of this thesis consists in 

showing: 

( •) that the transi ti vi ty of Aut (~12.J C) .. ) on the 

family of maximal one generator subalgebras is a 

characteristical property of algebras (1{fp, 6) 

defined, over a real closed field, by a 

nonisotropic involution, which distinguishes 

them from other elements of the set ~ , and 



( · · ) that this property of an algebra ("""Je-, 6) is 

equivalent to the algebra being separable in 

the sense of the following definition. 

(j E. g- is separable iff for every .f, ~ :f._ c fJ( ~) 

there is an ~ f Hom ( &1 P) such that -? (.f,) =t -1(<{.) 

An algebra (~,6) is separable if every f1 is 

separable. 

2. Description of Chapters and the Results 

This thesis consists of two chapters s in Chapter I 

xvii 

we deal primarily with questions concerning the properties 

of a pair ( (J
1 

H o Wl ( fJ; Pl)• while in chapter II we prove 
(!-' ' 

theorems concerning the family 'f • 

In section !.1 we construct a sub algebra fY( f) 

for any f6 C~p~) ~ 2) The subalgebra f) (t ) , being commutative 

and associative, belongs to the category -ep of commutative, 

associative algebras with unit (over the field F) on 

one generator. It is well known that a free object in 

this category is the polynomial algebra P C~l in one 

indeterminate ~ , which means that if c;:l.J~)f: Cr then 

there is a unique morphism PCAJ --~_.,tfl(g) which carries ~ 

into the generator ~ and I E P [?.] into the unit of t/-U~). 

This implies, that, in particular, there exists a unique 

12 ) (~p o) is a power associative algebra over the 
field r . ' All considerations in chapter I are in this, 
more general setting due to the fact that every substructure 
lie1p,6) is powerassociative . 



homomorphism rC'>-l---~ u(f) 

- ---- ;> f 
I 

;J 
I 

xviii 

As the subalgebra BU) is finite dimensional the map lf+ 
hasanontrivialkernel1 Ker lff :: i-vO)/ lf'c C--vO)) =- 0 ~ . 
Ker 'f~ is an ideal in rDl and as such it is generated 

by a unique monic polynomial /At (>-) 
13) This polynomial 

is called the minimal polynomial of :f . 
The minimal polynomial ?-! (/-.) contains most of 

the information concerning the structure of the pair 

((7-( e), H OlN1 (fi le), P)) ; therefore this section is devoted 

to its analysis. (The considerations in this and the 

next three sections are either based on or are reformu-

lations (suited for our purposes) of certain properties 

of the well known concept of a factor algebra. 14) 

In section I. 2 we analyze the structure of ttef) . 

If .-8 6 HollY) U7r?)J! ) then Ker .--3 is an ideal in (}(:f) . 

Moreover, as ~(~) is an algebra over the field F, the 

Ker ~ must be a maximal ideal of co dimension 1. 15) 

Thus the considerations in this section are focused on 

13)we refer here to the Principal Ideal Domain 
property of F'D1 i.e. , the fact that any ideal in it is 
generated by a unique monic polynomial. 

14) Greub, Linear· Algehr·a, (New York 1 Springer Verlag, 
1967). 

15)For any algebra Atp an ideal J is of codimension 1 
iff ~(d is a one dimensional linear space over F. 
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the characterization of ideals in (J(f) and relations between 

them. we find out that (7(~) has maximal ideals of 

codimension 1 iff the minimal polynomial )At(?.) has 

linear factors in PDl . (The unique factorization of /"'f 0.) 

-1:, - lu; 
into powers of prime factors i.e. , /A f (I-) = II , (?.): - : 11 s en 

is discussed in section I.1.) 

The next section, I.J, is devoted to the charac­

terization of the set HolM (: 01 fJ P) • We achieve it with 

the help of the set /-loVVl ( PL?l F'). It turns out that 

the set Hom ( ~( t)1 P) is isomorphic with a certain subset 

~o ~~ ( P DJ; P ) of the set HoM (P C~l, P) · 

H oW''r! ( PC'l-1, P) := {_ te f: Hoi/Y1 ( r[f.l, f=l ) I kev tt'f c l<ev ce J 
AsKer ~f =- _0 t C'>-'l) and ( Af(~1) = (! C rr /'o.>) 

i.e., the intersection of ideals generated by powers of 

primes, and as Ker ce =- ~1 - 'A ~v , the aforementioned 

condition Ker lf~ c. Ker te is fulfilled if (;...- ?-<e) 

is a factor of j--{f(?.) . We get then the commutativity 

of the di agram P ['>-1 <e F 

'Yf 1 / 
(l (e)/~ 

We also prove in this section (Proposition I.J) that &C~) 

is separable i ff /'A ~ Ct.) = (';\- ?.,) : . . : C~ - 'As) 

In section I.4 we introduce the idea of an abstract 

subalgebra f) on one generator with the set -j: of 
{7 

generators associated with it. In t h is new language the 

subalgebra &Cf) is a particular representation of the 



subalgebra ~ in the basis and multiplication algorithm 

provided by the generator f E- -5'e- . 
we show (Lemma !.4) that all elements of JE1 have the 

same degrees of minimal polynomials and the same degrees, 

powers and splitting fields16 ) E of their factors. This 
\1:, ~~ 

means that if a , o E- .e, 
0 

and A ! C?- ) = TI' Ct.) : · -' ii!> ( t-) 
CJ ~ J V' ( , -r ~ ... ( f.) ..{..(..':! Cf.) = 1: I (7-) ·. . .. I.. . • 

then s =- IY and there exists a permutation 6 of the 

Err~ == Er 6 «> · 
This lemma is an important tool for proving the theorems 

of Chapter II. 

XX 

Finally, in section 1.5 we define an action induced on the 
I 

family fJ' of maximal one generator subalgebras by the automorphism 

group of (9rp, o) . ,.-.;' r.--' 
(The step from the family i to J- of maximal one-

generator algebras is achieved by exploiting the existence of a 

partial ordering in T given by the inclusion relation and the 

existence of maximal elements for every chain17)in ~ .) 

The content of Chapter II is the application of the frame­

work developed in the Introduction and Chapter I to the elements 

of the set q . It is important to notice that each element of 

the set p is characterized by 3 parameters 1 n1 involution d and 

the field P . The theorem II.l (see below) provides the condition 

which stabilizes the involution and the field and places no con-

di tions on n 

l6)The notion of a splitting field of an irreducible 
polynomial is introduced on the page 16. 

l7)Chain in a partially ordered set is a well ordered 
subset of it. 



Theorem II.1 

The necessary and sufficient conditions for 

the group Aut (Jt/P) is be transitive (for all h / I ) 
(, ' 

on the family 'j associated with the algebra 

(XIp, b1 o~., o..~ o) are the following: 

1. The field F has to be real closedlB) 

with the algebraic closure U1 = PC i..) 

xxi 

2. tuw , 6' , cX. , ~1' o) = SJ ( N;~) with d: Nj£1 ~ H/42. 
being an involution of the second kind associated 

with a nonisotropic hermitian form r . 
There are essentially two real closed number fields: 

reals and algebraic reals P i.e., the maximum subfield of 

reals which does not contain transcendental numbers. 

(Obviously, reals and algebraic reals have different 

cardinalities- algebraic reals are denumerable.) 

Algebraically, both of them have the same properties; 

they differ topologically: whereas reals are complete 

in the topology provided by the absolute value valuation 

the algebraic reals are not. In the case of F = R. 

the theorem distinguishes quantum mechanical algebras, 

in the case of P: P it suggests a new candidate to 

support all algebraic components of quantum mechanics. 

Proposition II.13 shows that conditions 1 and 2 of 

the Theorem II.1 are also necessary and sufficient conditions 

18 )see Appendix 2. 



for the algebra f1e1p ,6 rL) to be separable. 

Chapter II contains another important theorem (see 

below) which gives the full characterization of orbits 

of Aut (J.e IP) in the family T' in the case of F being a 

real closed field and J being any involuti on in Hjp( t) 

Theorem II. 2' Let JeiP -= SJ CNf&) be given where F' is 

real closed, F'( L)= LSl , and J is an involution of the 

second kind, and P-= SJ (WL) • Then Aut l-;}e/p) has a finite 
r;- 1 

number of orbits in f , uniquely described by the sets 

of integers { k, I ',(~ , . .• , k~!, { ke .. , 1 .. • 1 ~s }which are powers 

of prime factors of minimal polynomials characterizing 

elements of a given orbit: 

( 
k1 h ke k(+< ~<s 

/A en = ~- ?.1) . (>.- 11.-) ~ . . (A-'Ae) 7Te~l (?-) : . . · fls 0) 

xxii 

and TTL Ct-) f P [";,] is an irreducible polynomial of the second 

degree. The integers tk' ( 
1 
fulfill the following conditions: 

)_ s 
1 • L.' k -~- ~ 'L ki -= h 

2. 0 f:. kt f:. -2-p -tl if ~ !:£ . n-lp is a signature of the 
involution J , with 

J. 

4. 

Let { k~i f Lf e be the set of odd integers :>,.. ( 
k l!,~s.-t 

then "[; kt. · 7/ Vl- .:( p 
~:.1 J 

Let l k~,,J ... 1 k<~} c tk,J ·· ·J ~} where hi:::- 2 b+ I 

r; k,i -I + (.t k l) ~ p 
~ t=£+1 

V)- t (kii - I) + 2 t ~~ = 
d-' t~e-., 

b ::>/ I 

then 

and 

where h is the number of linear primes with k~= 1 
in .){, ((>) 



CHAPTER I 

1. The Minimal Polynomial 

1. Let ~P;Fo) be a power associative finite dimensional 

algebra with a unit over the field F. For any tc (3,o) 

let ~It) be a subalgebra generated by the unit I of 

the algebra and the element ~· 

the set Hom ( tr(n) F) I If 

Kc: r -1. :::: t X E:. v(n I ~ ('1') : 0 l 
·~ ( '!' o ~):: -:! (~) · -:!(~) = 0 if X~ ker 1 

We are interested in 

1fi Hom ( 6Y(f)J F) then 

is an ideal in EY(,e) : 

By the fundamental homo-

morphism theorem and as != is an algebraic 

field, and ~(.t) is a linear space over F the K e r -1 

is a maximal ideal of ~(~) of codimension 1. It follows 

that the existence of such ideals is a necessary condition 

for the set Hom (CK.f.) l F) not to be empty. This fact 

forces one to look into the structure of the subalgebra fr( f) . 

The algebra ~(~) belongs to the category CF 

of commutative, associative F-algebras with an 

identity element on one generator. It is a well known 

fact that the polynomial algebra F (}.] is a free object 

in this category, i I e. , if v1 (~) t Cr; then there exists 

a unique morphism FC'>-1---?> Jl(~) 

~ ~ ~ . 

In particular, there exists a unique map 1:t F C'AJ -~) ~(~) 

~ ~ f 
---:;>I. 
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Since the subalgebra fJ(~) is finite dimensional, the map ~:f:. 

has a nontrivial kernel. k e r If! := t '\J ().) t= f DJ I \f~ (AJ (~)) = -vc~) = o} 
is an ideal in F ().] F().J is a Principal Ideal Domain: 

every ideal in it is generated by one element. If ~ 

is the set of generators of an ideal :J c P [?IJ and if 

pC~)E: ~ then ry(').) ~ ~ iff rr ('},) -::o :J... pO.) , o<.e F. 

Accordingly, there is a unique generator in t which is 

a monic polynomial. 1 ) This polynomial ~OrJ=Ker~~s called 

the minimal polynomial of,f ~ it is the monic polynomial ._;({~(;,) 

of the lowest degree in A which vanishes when evaluated 

at ~ 

The minimal polynomial ~f().) will play a fundamental 

role in the structure of subalgebra ft(f) and associated 

with it the set HoWl ( fr\~)1 F-) ; thus it is worthwhile 

to analyze its properties: 

The algorithm for constructing Mf~) is simple: iff 
I< 

is nilpotent, i.e., if there is an integer k>O with f ::0 

ko 
and if ko is the smallest such integer, then »f {')) = '). . 

J 2. f ko- 1 1 Otherwise we have ko linearly independent vectors L I, f, {J .. , 
k.o 

with ~ t; This implies 

that 
ko 

i -
l ~-1. k-• 

ao I + a, t + o4 { ,. .. . + a.."_ 1 { + :l.-"_
1 
~ where not 

~ lt.-1 

are zero; hence /-<-f (').) :::: ~ - a.,~<..,~l ·). - .. , - Q.1 ). - Clo 

l)A monic polynomial is a polynomial with a coefficient 
a.,?"' I if p is the highest power of ~ occurring in this 

polynomial. 



is the polynomial of the smallest degree which vanishes 

when evaluated at ~ . 

The unique map 'f_f factors through 

with Y - ~ o TI : {- 1T 
F ('A J - - - - - ~ PDJ · 

J 

_," I (4+ cr.)) 
1f , , 

,.. i .. 
O"U) '-' 

.3 

where TT is a canonical projection and '- is an isomorphism. 

The canonical map IT is defined with the help of the following 

division algorithm present in ~DJ : 

(·) there exists a map <:l : F'C'>-J-~) tO) UN 

such that '0 \)<- y) = 0 ( -,c;) 1 0 (7) 

'C) (X -+ Y) =: I'Y) O..J( t G ( X) I 'J (''()) 

This map is called the degree of an element X c- PD.). 

( • • ) if X) y ~ P CX1 then there exist unique 

polynomials !'(X . 9-x c- p [~J such that X=Y· 'f'x +CJ. x 
I 

and ~~)( q, )C) <- Q ('y) if 0 ( -,.:) (., 0 C'Y) then rr~ ::: o 

and 9. ~ :::. X . 
In our case, y ~ .f<'+ ('A ) , so that for any element X 0 .1 

there is a unique remainder ~}"') of this division 

by r~ (~) . Moreover' the division by P ! C~) defines 

an equivalence relation in PD J : X1 ('>.) rv X2 0) iff 

q ().) ~ a \).) . The equivalence class of zero is an ideal 
t)l , h l. 

(Mf l?-.)) containing all polynomials divisible by ).A!(?.) . 

Every element x. C',\) belongs to a unique coset q.')( ~ !f<.t' ( l)) 



The map lT is defined now: 
IT : )< ().) ----?• '1-x (~) ·-t \»-f ('~)) 

The multiplication in the set of cosets is induced 

uniquely by ~ (and therefore dependent explicitly on 

the minimal polynomial ;U! ~) ) so as to assure the 

commutativity of the diagram: 

4 

rL~) '~- P['>.J--·-~, FCn 
' -product in PD1 

11 11 

If lll ~, < ?<)) =- l}x
1

('il.) -+ (,u~ C').1), 

11 ( ')<./. ('>-)) = i-)(~~) -+ (»{ (~)) 

then 

" -product in 

~~).) . '}¥~\) -+ ()-<} ()J) if "a(1 . ~ ) < 9[tt,) ) 
., r"1 .-

~tl)) -+ i.Mf (ta)) if \)(~~ - 'k) ~ ?(uf.) 

where ~ ('ll : t~~") . l/)1) - fi (~) ·'f'Al 

for a unique 'i ( '1<) . 

p[:>.) ~ ) The map c : ''1 ----+ 17 (f is defined by sending 
!(ttl())) 

<A+ ~(?.)) onto a.·l for ~ E ~ , 

~ , '\- ( '>.) -+ (M_f(·}.)) onto 1 ( n 
!.. is an isomorphism by virtue of the fact that '+'~ is 

a homomorphism and ~ ( ke..- Yt) = i.. (~c~)}) = o E- e-<~) . 



Another important property of ~f (~ is its 
' _k, 

factorization into prime factors rfp.) ::::. II , <'>-) : • : 

5 

- ~ 
I I~ r}.1 

5 

'd ('-<-F r:>.)) • Q"rime polynomials with ki) 0 and 8 C> Cfflo-1 ) k~ 
~o.:;:j 

in F[Al are irreducible monic polynomials.) The factori-

zation is unique because of the Unique Factorization Domain 

rr r" l property of u. There are two extreme cases of this 

factorization: 

(. ) ~f (~<) = '\ 
k..., 

( • • ) ,uf ('A) - irreducible in P (.'A1 

In the second case F ['>- J /0-t <11)) is a field which is an 

algebraic extension of F ; in the first case fDJ k <((?.') 

where J is a nilpotent ideal generated by the coset 

• J is isomorphic to the ideal of Lr (~) 

generated by all F-functions of f with a.,= o In 

this case (}(.f) is "furthest removed" from being an 

algebraic field: only elements with CL~ =I 0 have inverses 

Generally, a. ( f) has an inverse in () ( f.) iff in tJ( { ) 

a..(\), /'<-~ ('>- ) 

polynomials 

are relatively prime, i.e., there are two 

x, <r.l 1 X2. ( '>.) E r ['\J such that 

In that case, we get )\1 C"-) · <A Ct-) E 

X, ({) • O.,lf) "' IE ern. 
2. Structure of the Subalgebra ~. 

( ·) UC{) is a linear space over the field F of the 

dimension ko = l"d (/AfC:~l) 

in / of the degree !:.. ko- I 

Its points are F-polynomials 

This subalgebra is a 
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Principal Ideal Domain as it is a quotient object of FDJ 

and therefore all its ideals are generated by one element -

some polynomial in f If :<.Cf) E tT(f) then the 

necessary and sufficient condition for XCf) to generate 

a proper ideal is that X c { ) have no inverse in {7( f ) 

This is fulfilled iff :Z ('X) 1 ./--<. f (!-) are not relatively 

prime, i.e. , when X C~) and ./-<-~ Ct-) have a common factor. 

Hence, every ideal in !Y(f) is generated by elements 

1/,P,t<f) : . : K,\n ( o f f'l s k, o <. ~ r~.. ,_ t k, ) 
l =-1 (...=-· 

In particular, if ?c.) 1 , we have the following 

inclusion relations among some of the ideals: 

( rr.:o ! n) 
P. 

2 ( n:J ~)) 2 ( iT,\f-) •. 

The ideal (rr(~ eel) is clearly a maximal ideal since it is 

not contained in any other proper ideal of mf) . The 

quotient is therefore a field E 2 F 

In particular, if then 

One can see that the canonical map 

<-.' : trcn -----7 

followed by the map i' : lTCi')/ 
/[0 \.~) 

~ i.e. . , I 
L o -j 

is an element of Ho i'V\ (tT(f)) F) Hence is 

not empty iff 
;> 

has linear factors. (The "only if" 

part of this statement comes from the fact that k ex-~ has 

to be the maximal ideal of codimension 1 for any ~ E: HoW\ C CH?)J F) 

( · · ) The minimal polynomial ?~ (..,) also serves to 

obtain the primary decomposition of the algebra ~( ~ ) 
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lc, lq t..,_, - k~ 
- k, 

If ,4~ ( '>-) - IT' (').. ~ IT.l. ct-) IT~ ... (;I) • I I~ (;1) 
let r < c?.) ~=- II, (:>.) : 

"' -~· ~ r l (A)(, . . . . . . · li s f ?. ) The set is relatively 
~ 

prime which implies the existence of a set t \)L ('"/.) r 
l ::l 

such that 
5 

L: ,<..(_" o) . --v, o ; -= This relation is 
s 

mapped by the map 

in the subalgebra 

onto the relation L / Ui ( n ° .:;\ (f) =- I 
c=-1 

, where 

It is easy to see that if then 
2. 

h L l { ) < h j ' 0 :- 0 f 0 r L 1 d ) h < u) =:- h L \ ~) and 
~ 

I= [ ~,en . 
c•• 

Moreover, if then and if 9 (p E O'(f) 

then \..d (f) = .1; ~({ ; ) 

This means that (){{) 

with ~ (f .:) ~ ~ ( f . ) = 0 for · _J. · 
' -r d· 

splits into the direct sum of ideals 

Pr' (Y ) 2) \._..[ (fc) each of which is generated by -t ' J h,U'J • 

According to our remarks in ( · ) 
1 
for each ~- c fJ) 

there is an element 

In order to find this element let us notice that for every d 
TIJI<~ c ~l = ( n/4 c ~) -t- fG\{l.) -t- ·; ·-+ Tf."''u~-·) -r TI/•q~)) 

Hence' _,-UJ (f ) =- -l. -1. IT :i (f) = rr ( IT:· ( i'J) -+ 0..~ hJ Ct) ) 3) 
c *d L~~ 

The conclusion is that ~~Lei r.f) is the generator of e;; ( fd) 

and /Gki<{') is the generator of @ _ trL ( :f, ) c.. trt.f) • It is 
'"d 

important to realize that the ideal t7J· ( fi ) is a commutative, 

2 )The polynomial lT ... k,·( ?. ) is not the minimal polynomial 
Of f< : TT."' c ~) = Ti~ t foi> ~ ) = if~'tf)o l,~lt) + a.:''C t - "> ; ) = IT~'cf) • 1,, \ 4') .. a.~" o (};,".i">) 
where Q~ is the coefficient of zero power of ). in the 
polynomi_al rr.;\~; = f .. · .. .. ~ . . As h< <fl = ::;r; c ~l • ...u, < ~ > we get 
i( c~.) = IT,"'cf). h,c~) + <t~(£, "i < ~ 1)::. ;r>ct) • Zi_ cf):..Ui(f) r a.~(f. ~"') = v. C·()·p~ CO + ct~'(~ L.~H>)= 0+ a~I (L,~jt~l). 
so that the minimal polynomial of f< .. is :>- · lT,"' c,). ' '" 
~e have to multiply nr' ('>.) by .). to get the vanishing 
of the term Q~' <I:~~) . ) 

~·· 3) ,_, 
cto is the coefficient of the zero power of .A in 

the polynomial rr,\_,1 
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associative algebra with an identity element being "'.t !R) • 

It is not, however, the subalgebra of ()(e) nor of (P ,o) : 

their identity elements are different . This is the 

reason that TT( k ; ('A ) is only "almost" the minimal 

polynomial of ~ The definition of minimal polynomial 

refers explicitly to t h e unit I of LYe?) and not ..., , e: 0:. ( 0 
... 

so that ,Pf< ! ?.) = '>- Til ' r.,..l . 

However, if we are interested in the structure of 

Utl{L)4 ) independently of \JU.) , then U~(,t<) is fully 

The algebra ~(t) has several ideals, each of them 
.i 

generated by Ti~. t f. ) J 1 ~ .€ f "'~ and fulfilling the 

relations VTl.e ~.)) ::> ( n~· ' (fd) • This implies that ~ (f~) 

generates a maximal ideal in LJt: (f c) . As 0 =f. IT~ \f, ) 

is nilpotent of degree k.? I , (Tit. (f.:}) is a maximal 

nilpotent ideal of ~ ( f i ) The maximali ty of (;r ( ( ~l ) 

implies the existence Of the map t ; : {}df. ) ----7 E 2 F where l(er ~\ = 

=- ( Tf< (f,)) and E is an algebraic extension of By the 

fundamental homomorphism theorem we have e-L(.f;_) = k.ev- ee, EEl B:· (f ,)J 
/~L Cf•V 

In the case iTl C ~) ~ (f - 1~) ,'>-,t- F we get LJ<(fc) = ~- '~.,»(£) ~({<).t 
( (ilL ( l'l) 

with (}L(f.) ~ fi = (fi - ?.;) EB t.~ > v (f;) = "'V
1
(f,) $ v<'>-<) 

where v'( f, ) E. ~- t. .:». 
We will apply now this result to the analysis of ~(~ . 

4 )Henceforth the subalgebra of lT(f) generated by 
( 2~ , 1) will be denot ed by lfc ~ ,) , and the algebra 

generated by {fc J hd will be denoted by O[(fl) . 



Suppose again that k; 'I 

is an ideal in ~en . It is contained in the maximal 

ideal trr~ w) = .® t7J ( .fi) ® (ITd f•~·h.: . 
J-1-< 

9 

In the linear case, we again have the splitting (r(f) = d~ .. ~lfd) ~ 17t i ?l = 

I=~ hd -:- h, 
d~l 

\J(f) = J:L -vc fJ ) + v'r fl- /..:) ht + \! \t.,) ~-, L 
'1-t 

and L -0( fd) -r "V(fc - ')....) E: (W- "·V· 
Jfl 

J. The set HoM ( e:cn, F) . 

In order to characterize the set H ovv) ( (7(-fl, F) 

we need to investigate the relation between the ideals 

of FD-J and those of (Yen. Let (v Cr>-)) be an ideal 

in r Dl . This ideal can be mapped by ~ onto : 

1. all of algebra e-r ~) iff 

relatively prime, for then -0 (f)= lf.f ( -v c,..)) 

inverse in \)( ~/ 

2. zero iff 

has an 

J. a prope r ideal of (J( f) iff -v (1, )) rf (I\) 

are 

are not relatively prime. To see the latter, let c.o C').) = 

i.e, , \) ('A) = "" (?.) · X, 0) 

and This implies, of course , that 

x, (?-! 
1 

'1--t C/\) are relatively prime, so that there are 

'f, C?l) 1 'f2C'A) with 

/(1 (?-) 'f, (').') -+ xl ('A) 'fl.(/.) = or 

\) (II) '/, C;..) -t JA.f-(?..) 'fL ('/.) = w ('A) 

which is mapped by if C't-) onto 

-..)'(:?) o 9,w = c.vCf) c &"Cf) (*) 
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This implies that \5 (f) = (w l f l) >for (\JW) ~ ( wW) 

as homomorphic images of the ideals (vnl) J (w Cf-)) 

which fulfill the relation (vC?-!) C. (w Crt-.~) , and (v ( f )) 2 (cv( ~ )) 

by (*). Consequently every ideal in Er(f) is an image 

( 
~ rt 

of several ideals in f7 ['>.l If (c:.vC~)) = lT1 Ce) · iT1. cp ·. 

is an ideal in O'( f ) and if 

X :=- L d (_ r ['>-l \ ~~ (j) = (pceij ~ then each element of 
cl Lv 0') 

J:.J is generated by a multiple of w C~) • Hence ~ o.o(~) 
'-lw(~) 

is partially ordered by inclusion; with the maximal 

element being (cv C'>-1) 

linear factor ('A - '}. ... ) "-L 

ideals ((~- "\, n )_ ~ k, . 

In particular, if /A-f. (?--) has a 
1< . 

then (l? - 1-.J l) is an image of 

With the help of all those results we will now 

characterize the set Ho W"l ~ trCf)) F)· 

Lemma I.l: The set Hom ( eT'C?\ 1- ) is isomorphic to the subset 

HoM't l FDl,F ) of H01V1 ( PC>.J, P) with the property ; 
~ 

<eE. HoW)'t'~(rD:J,P) iff Ke...- y~ c... Ke..-ce.. . 

Proof: To prove the lemma it is enough to show that for 

every ~ f. H OIM (B-C?), r) there is a unique (f E:. H oi/Vl ( PDl, r ) 

satisfYing the following diagram: 
~ :r7 F (*) 

{?'( ?) 

The necessary conditionsfor the commutativity of this 

diagram are: 



Therefore, we have to find an ideal of F ['?-1 which 

satisfies those conditions and which can serve as a 

kernel of a homomorphism of F'OJ onto 1- • If 

Ku-5 -==- ~t- ">..~' then the ideals which fulfill the second 

condition are elements of the set J~ 
'-l.-t'f-')...) 

There is a unique element in J~ which fulfills 
""""\._if- ').~) 

also the first condition; it is the maximal element of 

J~/ equal to ~?. - '\~)) c.. P [">-l Let then ~A - ~5» 
\.... fi- '\,) 

be the kernel of ~ . Having defined the kernel of the 

homomorphism of P [XJ onto f:: we have uniquely defined 

also the homomorphism itself: if t<e.-- CC. = ~-'A.,» 

then (by the uniqueness of the 

division algorithm). 

On the other hand, if 

(by the arguments in 

the section I.2). Hence, we get the canonical splitting 

of the map s : 

with 

and i.' L ~s) -=: 1 t: F i.. ' (kev-~) ==a . 

11 

We now obtain _.-s ( .::0 ( ~)) - (L o !>'} ( ~~~)) = ~ ( ~('>.,) hs -+ 1-<e.--1) = 

= i.:(~C'>-~) ohs) = -\:)(0.~):=: -v('h) for vC'.\) E. .VC>-)~a'A-'A>» 

which shows that the conditions above are also sufficient 

for the commutativity of the diagram (*). 



Let now ~ E H o vv'~y ( F'C>-J, P) be given with the 
f 

kernel «?.. - ?-' ~ ::> 1-\ev lf'f . This can be true iff " ' = '\ .: 

where 1 ~ L "' .e. , whereupon Y~ ( !.Ze...- <e) = Ke. v -1. 

D 

Definition I. 2: A subalgebra \J(?) is separable iff for 

every {· 1 {z. t: t'YU') such that fl ·¥ P· I there exists 

~ E H OVV1 ( trCO, P) with An algebra (Y, o) 

is separable iff (7(£) is separable for every f E '3' 

12 

Let us notice first that E1H) is separable iff f\ r<ev- 1 = P 

for if there is f, :f ft E t7H) such that ~u. ) = ~q't; 

for all ~ then 0 4 f, -ft is mapped onto zero by all 

homomorphisms : -1 ( f, - {\.) -= -1 c f ,) - .-s c -fl) = 0 

Let .A/c C7-c£) be the set of elements in a nonseparable 

subalgebra fJ ( -?) such that if x eft then --1l c)<.) = ~ .. ·c .. ) 

for all -0 E H oi/V) ( et f ), P) • It is clear that JJ is a 

subalgebra of 0' ( 0 containing F'· I and that there 

iS an equivalence relation in Jl given by; /\ 1 rv X~ iff 

-1 ( Y., ) = ~ ll(l) • The equivalence relation defines an 

ideal J in Jl equal to n Ke.,....~ and the set of cosets 
~ 

La- I -r J I a.. <:. P ~ The elements of each coset are 

"indistinguishable" by the homomorphisms. In this 

framework we notice an interesting role that constants play 

in such subalgebra: if x, ) .x2 are elements of one 

coset -4 ~ ... o ·I then ax, , b "'2 belong to different co sets. 

In other words if x, , x2. are indistinguishable then 

ct -x1 1 
b '(l are always distinguished by homomorphisms. 



The only elements which cannot be distinguished by 

constants are the elements of J = n 1-<.ev- -tl . 
s 

1J 

Proposition I . J: ~(?) is separable iff it is characterized 

by the minimal polynomial fi~ ('A) -= (t.. - ?..) ·(_A- 'A~.)· . . : (?.. - <::\,) 

k, k._ "<•• -"" Proof: Suppose that _y~ 0 1 -== (A- ?.,) .. : ('A- '>-e.) · IT <·n r1-l : • : !1, c.,.) 

where at least one power k ," is > I for 1 f, Lo £..e. and 

for 

Then the element 

see this it must be noted that 

(f'- '\<") • hl, f (1L 0 l ft ,) 

which is contained in every kev-. ~ ,: 
VI· co 

= ~- ?."~ so that 

On the other hand 

SO that (f- i)..:o) E: kev--1 co 
~. I<( 

0 -¥ / u.J"o ( n = (f . 'A,) · . . : (f- 'A e) . as well. Similarly , the element 

- k, " k .(, 
• II , (f) · .. ; Jo ·• • : ifs ) ( ~) c._ n ~ f- ')..~} -= (l 

L~l ~ 
k'e. r -? . 

Further, let JA-f. 0) = ('A- 'A,)·~- '>-1.) · •• : 8-?.,). This means that 

if t := t_ fc then 7fi C->-) == (J\- ?.,) 
L''" 

for 

which means that {t\ - I.e) o hl = 0 . Hence { = ~ 1L · ~ ... ( f.) 

and for any ~ (f ) ~ EYU) ~ (~) - Z:: LJ ('A~ ) o hdf.J As 
L 

Ker- -5cf = ®. ~- ( f ) we get f) 1-<ev- ~.: = ,.{/'. O 
c..-±d ~l 

4. Generators of a one-generator subalgebra. 

The set of vectors t I , f, t'l . . . ( o·• ~ plays a dual 

role in the subalgebra ~(f) . On the one hand it provides 

a linear basis i n the underlying linear subspace; on the 

other, it provides , through the minimal polynomial ~tC~) 

an algorithm for the multiplication table in ~(f) .{See 

Section I.1). 
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In other words this basis is specially adapted for 

the representation of the algebra ercn as an algebra on 

one generator (In this case, the generator 1 ). There are . 

however 1 other bases in fJ"(f) which have the same property; 

each of them is generated by different generators of the 

subalgebra e-cn . This implies that the proper way of 

expressing our ideas is to introduc e an algebra on 

one generator cr with the set of generators ~~ attached 

to it. To pick a generator '-t e ~& is equivalent to picking 

the particular representation ~( h) of the subalgebra Cl 

in the basis {I, '-1, 1-1
1

1 
.. . ) h"'-'J and with the multiplication 

algorithm contained in rv. ('i\} • We will show now that 

the change of generators in u is equivalent to an auto­

morphism in ~ . Later we will give a generator-invariant 

characterization of u and prove that for any two generators 

.{. g 6 -e:J e-- t-1 Ol!Jrd f7i.+)J P) = H OVVJ ( Bl"J)J F) =. 1--/ OWl ( ETJ P) 

Then, in particular 

with some ~ i i o Let / f. C?>) 1 r~O, ) be their minimal 

polynomials. Obviously "d ) ..t..<..f. c~1) = : (u~ (?. l) since ideals 

generated by both of them have to have equal codimension. 
k q ~0 -! 

Let /!-~ (?.) = ). 1- b~o-l '). .,. .. .... b,')...- boi SO that b 0 I-t- b1 ~ + .. _ -+ bko ~ko., 0 

Let .y be the smallest integer for which l'f""· t. // k., 

Then ~0 (f) 

. 
• 
"' ~ <~) rf <f) + ?!'~ w 

~;_,(~) with 
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We get 0 = bo I -+ b, 'a -r . • . + b ~0 ~ ko = 

= ?fW (bf,.(f ) -r • .• +ol~o (t )) + bo I + b1 d";"' CC) + . . . + b1, 0 
C'j;~ ( ~ ) 

This is satisfied iff b -1+ b t:-' + . .. + b •. l!; ' t f ) = 0 
0 I I " O '< o 

Hence, if 
t.- 1 t 

5 (')..) = ~0 + ~I'>,""\-. • · + 'l~·"" of ~t 'A 

'V ('A~ Ltf C",...) : ..... 4.';) ('}-) or -' ,(.(..·~ C'A.) ~ ) uf (-A)) • 

Let us now consider the following diagram: 

A ( F [f. l L p [).] :) '). 

1 j~j i ~ J j 
tr--- - - - - - - - -> e- ~ f s E 

where F' D-J - ---__..., r C-AJ is an injection into ~DJ 

:\ ~ ('). ) 

! 

We see that 

) which makes this diagram 

c ommu tat i ve. L(I-, ! ~J· ~~~ "~ : (i • 'f',)(~, ~~\ · ~~'">-l) = N1
, • l,llh,c~l · h,c,l) "' (If~· c:'!)(~,o.~ ·&'f 0 ~'3)(~,,~~ = (t:O ~)(~. t~l)-~· ~J( h, c'~ 

::L(I-,.C1i•tth,<1l)_ wherel::y \., .is a. homomorphism; since L(hc~l) = h'({)= 0 iff h'f{):: _..,u.f.(() 

v is an automorph ism of ~ The proof is symmetric with 

respect to the exchange of f with lij : of course, the 

direction of the arrows of L-~ 1 t- changes accordingly. 

In a more general case, i.e. , when fE 1rr ) CJ rf. -:J & 

A-- ' of a.-so that when li} g enerates a proper subalgebra v ~ 

' 
the above diagram gives us an injection of tr into ~ . 

We will now prove 



16 

Lemma I.4, (The generator-invariant characterization of 

tY ) • All elements of J'e- have the same degrees of minimal 

polynomials, the same degrees and powers of their 

irreducible factors and the same splitting fields;5) i.e., 

if ~ ~ { f ~e-- and 

r<J ('>.) = 
Then "<' = s and there exists a permutation 6 on the 

'\) (iT;,. (?-\J = 'C) ( 'L6(.() 0·1) 

1<. L :::. 1..6 t() 

Err ~ :::. Etw, 

Proof: 
s 

Let fr"Cf) = E> Erd{':) 
i.=l 

be the primary decomposition 

of the subalgebra IJ' in the representation f1Cf) with 

We have shown before that the 
I< ' 

f~ B-dfl) 
- l 

in is ~~ ~ ('A) so that minimal polynomial of 

with lft F' ( 'Al D( Cf,) 

') fc: 
L,,: ( f) 

s 
Since c.; t. B" , we also have a unique decomposition: ~ = ~ ~ i. 

Let ?:!'(?.)be the minimal polynomial of 

Then C> ()'<-~.: c:~)) ~ 'Cllr .f,m) and as ~ E: je- l ? 1 c~) = 

= 1. c. m. [ r~.:<'I.) J 6) we obtain 7}t. -4 ~i for L*J and 

0 ( / .u ~.: l?-.)) = 9 ( TTL,,, (o~) Hence, what is left to 

prove is that for every ~.- = 11 2. , .. · 1 s there is a polynomial 

5)A splitting field En )F of an irreducible polynomial 
ITc?-) ~ F'C-x1 is the smallest overfield of F containing all roots 

of iT''-) ; equivalently, it is the smallest field in which iTc") 
splits into powers of linear factors. 

6 )N. Jacobson, Linear Algebra (New York: D. Van 
Nostrand Company, Inc., 1953), Chapter III. 
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... 
E ii~ =- Et" This will show, of course, that .ft~~ c;.) = 'C'~ <"-l 

kl r- .£,· 
Let /f; o-.) = lie C»\ J / 'fl' o! = l,: c") with 1.:. > 0 and 1..: C?) 

unspecified. Let P(s•; . .. , ~ .,) be the splitting field of 

7ft (?--) so that F (5, ) .. . ~ Wl ) [~ 1 J F'['A] ? flfc C"-) = (?-- l, r·"': . (A- y""'f_"". k, 

Sine e 'dC.u.f, <?.\) = I'd( flj< l'>-l) 

()(. (_ ~.: ) := L7Z ( fi) . 

both of and 

If 

l(~L 'F [f.] --'=J v.: ( {i ) 

'A f ,· 
I 7 >-,l 

Y.f, : r0J 3> D]~JLJ 
>- _ _ ___, 

I '-1 ; 

is the diagram giving the automorphism L , let t.d, tr-) i3c O.) = 

= o;Jo + ~ , \' ..- . . , + ~...,!."' . ~ (/,u-~<(7-\ ) = /-<~; (c(?-l) = _,..M~ ~(/1) = .-.J ( 'f..~ ,(.{f,. (?.). 

We have 

where .L E: ~·n. , ... J "") is unique by the division algorithm . 

ec ~"A ~ 5.) is a function of /. and f ,. 

Hence , ( !3 ~ C ~'-) - 3.) = ~ L ( t- ) f, ) ( 'A - f ,) . 

~in; f, ) might be a multiple of some other factors of 

.--«t/ f-) so that generally if I := £ 1, 1.. , • • • > (k.{ v<Ji:1} we have a 

family of subsets Ic..v of I such that T: n l coi = f5 and 

( ) 

elol ~el..:>.,-(1.6) 

Bt. - Jw = (3<-o ( :Ac ; L,, J. •· ) ~<op cv) ) ( '). - f~.) : . : (). - fwpc__,)) 

where w ... t:- TLD ~J ~ Q..j . k ~ and pc""') is the cardinality 

of ILo • Let us take (for every w ) dw : =:. max t !I ( a.J~ k, ) ] 
d ""• 

where Qi · k< (if it is an integer), 
£-w, 

E(~-~') - the smallest integer / ~ - k,· 
~ e~ 

(if ~ is ho~ an integer). 
e_d 
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One notices that A ( 3£· ~') = Qd" kl with equality iff 
ew. - d""' 

e"'d =- I It follows that ~ ( ~i Cr.) - }"<..<;>) =- CbO.~ 5., , f...,)/f• ( A) . 

Obviously /3~ ('A) contains all factors ( 13, ('A) - t w) , 

because /-"- i< VA) = --0C'A~ .u.fy .. ) • Moreover it has to contain 

the powers (f ;_ ( ?.) - J w) o/ c..., , for only then it is a multiple 

of _/{f• C'A1 (by construction). 

is the polynomial of 

the minimal degree which vanishes when evaluated at ~ =- ~ (:() . 
- dw 

Hence II ( (3~ <>-) - Jw) = /;, C'A) • 
C0 

This implies that Err~ 2 E-c~ 

and by symmetry with respect to ~< 1 {t we get Eli: - EtL 

The degree of -,) ( ~ L" - }w/w is equal to ~ dc.v = 
w ~~ w 

= L_ m~x L A ( o~~~l) ~ ~ \ L Fl ( ~~lA~: ) ~ t o.i . k"· . 
l.O d J f-. ~ " .,-

The second inequality becomes an equality iff e~j =I 

for all ~..va '-:, ; the first inequality becomes an equality 

iff 2cw)-=- I for every w . 

iff ol4; -::: d~- = a.J · k< so that 
k ~ = l'L(~c.>>) with ~/C (•>) == 

Hence [ ' dc..v = 
...... 

-II ( @- Jw)~t.o = 
w 

J, ( IT i <~•) • 
0 

Corollary I, 5: Let {, ~ ~ 'J g.- and 11-(~)1 e en be the 

representations of the subalgebra e in, respectively, 

f 1 j generated bases. Then for every ~J G H o L'V) (trw, F ) 

there is a unique --3~ f: HolN-1 (tl-c·n1 P ) such that the 

diagram 

commutes. 
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Proof: The existence of a homomorphic map j~ is trivial. 

·..S~ := -1.f 0 
L- Let kev--&~ = &- ?..» Then .-ff. ("a tf>) = ~ (-;~.") f F 

and Kev- -8~ : == ~ ~ - ~ 0,,)) which by Lemma I. 4 exists and 

is unique. Moreover L ( ~ - ~ Ct-o)) ~ (L.( ~) - ~ C?.o)) = (ca (~)- 8 (?.ol) == 

(9 '(?)(f - j\o) + ~(1.:>)- ~C?vl) = 8tf-Ht'-'A"') • By Lemma I.4 ~ 'CAl 

and ?r Ct. ) are relatively prime so that (~ '( ~) (:f - 7\
0
)) = (f._ t.y 

(by point 3 in sectionl3 of this chapter). 
0 

This way one arrives at the generator-invariant 

characterization of a one-generator algebra &- : &' 

is characterized by the degree of the minimal polynomial 

of any of its generators, the degrees, powers and splitting 

fields of its prime factors. With each algebra ~ 

there is associated a set HoWl (e-) P ) which again, does 

not depend on a particular generator. Every generator 

t f iJ e defines a particular linear basis and a mul tipli­

cation algorithm which is designed explicitly to exhibit ~ 

as an algebra f1Cf) on the generator :f . (In other words, 

to choose a generator "means" to give a particular name 

to the algebra t1 . ) 

The global picture we are now obtaining is that of 

the algebra (~P, o) completely covered by the family Y 

of subalgebras on one generator. Each element fE 9 

belongs to at least one such subalgebra and it might be 

mapped into the field F with the help of the elements of 

How, / e-J P) (if this set is not empty) : 
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r ~,· f HoiNl ( (h 
1 

P) . 

The family ~ is partially ordered by the inclusion 

relation: lJ, c 1J"2 iff there is an element ~ E- 9-z.. such that 

~ e- 1 ~ and ~(u~ c"') < o•"'ll C{ . 

The finite dimensionality of the problem tells us 

that every chain (a well-ordered subset of IJ ) of 'J 

has a maximal element. 
r.- ' 

Let f be the family of maximal 

subalgebras in that sense; i.e., the maximal one-generator 

subalgebras of (s>, v) With the help of this family 

we will discuss now the action on tf induced by t he r=lu. + C JJ) · 

5· Action Induced on r by the Automorphism Group Aut (P) 

Given the algebra (~1 o) the set of all possible p I I 

motionsof an observable is given by the automorphism 

group. We are interested here, however, in those possible 

motions of the elements of the sets Ho1'V1 ( B'J ~) which are 

given only in terms of the already introduced concepts. 

Again, we can look to quantum mechanics for a hint: 

Let ( ""1-t 1112., ±- ( ,].,. l 
1
-t" C, l _ )-a quantum mechanical algebra 

be given together with its automorphism group Aut (~ 1~) , 

and the positive definite hermitian form i' ( · > ·) on the 

" space Vj ([ . Let A be a nondegenerate operator and [ ei ~2. 

be its eigenbasis. Then, as we know from t he Introduction 

is a homomorphism from &{A) 

onto r . Let U be a unitary transformation so that 
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Ru+ ( 1£r~ ) 3G-(.j is given by G-u ( A) = L,f R u+ . The map 

f~ec :::-r( tlec J · Uei) :::: r(ei 1 Ll·ue ~) is a homomorphism of the 

subalgebra 17'( B) = tr( U Au) == Cs\.1 ( (j'(A~ • In terms of com-

mutative diagrams ~ ~ ~ is defined by the commutativity 

of the diagram: 

where re,: E. HoV\11 ((){A ) ) F) 

rue, & Ho rn U:Ns>, f=" ) 

This example shows that the motion of states under-

stood as homomorphisms on certain domains -- subalgebras 

of X induces the movement of these very domains. 

We can formulate this abstractly: 

Let tY, 
1 
~ E: 2· and 6-E Aut ( P) such that 

G-- (0;) = 17;_. 

Let - ~z. c. Ho W\ (~1 p) . Then there exists a unique -5 , E- HoWl ( t7;) F) 

such that the following diagram commutes: 

G-

and ~ ~ = ...S 2 o G-

The existence of ~~ is obvious. To show uniqueness 

let us notice that if ~E-tj~ then &C1) E ~~ because the 

automorphism group preserves all a -relations in the 

algebra (1,c) and the dimensions of its subspaces. This 

means that not only Q jug (/.)) = 'd {)-<-6-,"f).LAY , but also that 

_/-{ q C'>-) = D c") If Kev ~).._ = vG- {<J) - ).} then there is 
d / . (;.- Cf ) ~~ 9 
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a unique ideal (d - 'AJ. u, such that G- ~d- 'AJ =' (&C<Jl- /-.,~ t e; 

If l<ev-..s , := (~- r;..~p then ~. is specified uniquely. 

We see therefore that 

set l Hc tv> ( EY , P) I frE; :f' j 

Au~(~ generates motion in the 
("}.- I 

via the motion in the family '.f · 

Thus we can restrict our attention to the action of 

Aut (SI) on j ' . 
' 

If tJE 'I then the subset { G-C ~) I G- E: fhd(SJ)~ is an 

9) r-- ' r, ' 
orbit of Aut t in J • Generally

1 
'::J does not constitute 

a single orbit; in fact the distinguishing feature of 

quantum algebra is transi ti vi ty of Aut (1) on 7 ' . All 

other cases we are going to investigate (except the finite 

dimensional algebra of hermitian operators over a real 

closed field) have families T' with the rnul ti tude of 

orbits. 



CHAPTER II 

1. Proof of the Sufficient Condition for Aut (1t) to Be 

Transitive on the Family r:i' of the Algebra (J-ere 1 G"", o~...) 

Theorem II.l: The necessary and sufficient conditions 

for the group Aut (f.e) to be transitive (for all,) /) 

on the set Y~hich is associated with a finite dimensional 

algebra (J-e I r I 0 I eX.. , 0... -=t- 0) are the following: 

1.~/r ~ Ei, o( ) = SJ (N/nw±C..l,ir[.J~with J: H~c~) r;~u>being an 

involution of the second kind1 ) associated with a non-

isotropic hermitian form. 

2. F' =- Sd (FC tlh SJ[Jl.) is a real closed field2 ). 

Let us first consider the sufficient condition. It is 

the corollary to a following more general theorem. 

Theorem II. 2: Let J.e. fp = SJ ( NjJL) be given where P is 

real closed, P (C)= UL , and J is an involution of the 

second kind, and p:: Sd (J1) . Then Aut (Je1p) has a finite 
r.-' number of orbits in J , uniquely described by the sequence 

of integers ( i<. , 
1

. _ • 
1 
k~ k;~, , .. . , ks ) which are powers 

of prime factors of minimal polynomials characterizing 

elements of a given orbit: 
_~c.,( 
11 5 ?.) 

and IT~ c .. ) E: rcn is an irreducible polynomial of the second 

l)See Appendix 1. 

2 )see Appendix 2. 
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degree. The integers ik. ~ , fulfill the following conditions: 

1 . 

2. 

J. 

.£. s 
'8 kt + .t r, k, -:=V") 

~= I ... .. _e. / 

0 .,; k l ~ Q_ f -t I if i. ;, ..R . ,_ 2 P is a signature 
involution (f , 

0 ~ kl {:: p if t/.-l 
, 

~ p )/ 0 1 

Let i k t. 1. be the set of odd integers ~ I 
J Jl- ~ t 

' 1:. 

then L k, /1 n - :G P 
d= I J 

where ~ is the number of linear primes with 

of the 
with 

Corollary II.J: (The sufficient condition of the Theorem II.1) 

Let 1 be the nonisotropic involution of the second kind, 

k rp = sd ( H/Jl:..l ) I and p- a real closed field be given. 
r,- ' 

Then the group AuH~p) is transit i ve on the set '.J- . 

Proof: If J is nonisotropic then p= 0 , Point 2 of the 

Theorem II.2 gives that 0 ~ k ~ f I ( L ~~) 

l<t. =- 0 (L ? --f) . 

.e. 
On the other hand, by Point 1 1 b kl - V) I which can be 

C:.:. • 

now fulfilled iff )_ "" h and each kt. ~1 . So there i s only 

one sequence of Theorem II .1, namely ( 1, ... , I ) • As each 



sequence ( r<, J .. J ks ) characterizes an orbit uniquely (i.e. , 

there is only one orbit for every sequence) we have 

proven the corollary. 
0 

25 

Theorem II.2 will be proven with the help of several 

lemmas, the main ideas of which are: 

1. to show that for every sequence ( k,, . . ,k5) there is 

0"'E: g-' the generators of which are characterized by the 

described type of minimal polynomial. (Due to Lemma I.4 

it is enough to show that there is one ff 1~ the minimal 

polynomial of which is characterized by ( k,, .. 
1 
k~) fulfilling 

conditions 1-4. 

2. to show that all elements of f 'are characterized 

this way. 

J. to show that any two elements of r 'characterized 

by the same sequence of integers are on the same orbit 

i.e. that each sequence is an invariant of elements on 

the orbit. 

The main idea of the proof consists in establishing 

a relation between elements of the family 7 'and a collection 

of bases (in the space V;~ ) in which the form r associated 

with a given involution J has a canonical representation.J) 
I 

We will show that any two subalgebras J; J Ef2. E 'I characterized 

by the same sequence of integers contain elements fcf 1~ which : 

~ J)A canonical representation of the form r on the space 
V;Jl-J is a direct sum of hyperbolic planes (~ ~) and lines <. ! 1 r . 
T~.Lam, Algebraic Theory of Quadratic Forms (Reading, Mass.: 
W.A. Benjamin, Inc., 197J). 
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1. determine two different bases { e~0~J~ ' 

exactly the same orthogonality properties, 

2. have the same representation in their respective 

bases, so that there exists a ~ unitary transformation ~ 

which carries [ ei)j onto { e:; J . This transformation 

induces an automorphism of the algebra which carries ~~ 

onto ~ . 

The method for establishing the relation between an 

element qE V and a canonical basis of the form r is the 

generalization of the diagonalization procedure in the 

case of the positive definite form. The diagonalization 

consists of two conceptual components: 

a . finding a set of bases in which f has the 

representation exhibiting its minimal polynomial 

b. finding in this set a unique basis in which r 

has the canonical representation . 

Our method is the application of those two components 

to, generally, nondiagonalizable elements of the algebra. 

Let J be an involution in M)J1 and let Cd be the set 

t i G d/"' I d' = (/o J o (J J bE. A~.,+ HZ,,_,} (a class of involutions 

cogredient to J ) . 4) 

Si milarly, let Cr be the set [ r 'E "5';"- I r\'i-,y) =. r (6l\, 6 y )) 6E G-1(1'1 ,JL; 

where 1
1 is a hermitian form associated with } . By the 

Witt theorem5) the class Cr contai ns a form ~ which in a 

4)see Appendix 2. 

5 )Nathan Jacobson , Linear Al gebra (New York: D. Van 
No strand Company, Inc. , 1953), Chapter v. 
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basis { elr. has the following representation 1 

0 "' ': -~ 
I 0 ) 'l.f 

II 0 I 

I ... 0 . . . i'·~:.~~.J l w 

Ul 

where :: p-t m "t P~ C)-"t p I ( h-lp :: m is a signature 

of the form) 

and ~ ( e~ eo) -:::::. S~ ;l.. p .- 1 - ~ \ ~ v I J ~Q..p 

r.;; ( el 1 e.d· ) :: 0 l f L. !o. :t p i >t l p -t I 

Yl ), l- / 1 1. p +I t.q' {,_?. p 

ro ( el ) e,i ) ::: s"~· V\ ); t.. , J >; 2 (HI 

We can now represent the involution Jof CJ as a mapping 

(M;~1t_ 7 A · JJA) =- G~::"t f:l<• where (l'iirJ~ .: is the representation 

of the algebra f"1~ in the basis { et} and the map A 7 A i 

is the hermitian conjugation in this basis. It follows6 ) 

is given by the conditions: 

- \ { .tJ d- { ~ p + I 
0...2p-+1 -c~ 2. \) · t(- ..(.. if 

a J :tp-tl-..t if ~~ t'=-:tp ~'"~ J; d /; ).. p+ I 

( 7) O..,t d :: 
\.~ 

a.2.p+1-~ ~ if VI ) / { 7; 2 p i- I l !oJ~2e 

- if VI =7..tld 4 ::( p -t I 
(),d~ 

6 )see Appendix J. 
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One knows that if M/Jb ~ f then the order of its 

minimal polynomial _,u+(l-) is smaller or equal to n ; 

hence, as SJo ( H;~I.J) C M~JJ-l the same applies to the 

elements of )d" ( M,/L\1) • Moreover, as the algebra S,:)c ( f'l\f&,) 

is an F- algebra, JA f. ('A) can have irreducible factors only 

of the degree 1 and 2 since only such primes exist in F[t.J • 

"' Therefore, if ,M ~ tt-.) is of maximal degree then / ·( f (~) = (?-. - 'A,) : . 

( 

k<, - ~( , , k, 11. s 
. : A- ?.e) · !I .e . ,< :>.' · . • : 11.;, <?.) with L: kt:. + 2.- L kl ::::. ~~ -

<:: I L -;. t~ t 
~ ~ ~ I 

Let's consider the subset ~ of J the elements of which 

have generators of maximal degree 7). If ()E- 'l 1 
and f E J'!J 

then we have s primary idempotents h"(f) which define s 

r.,- orthogonal subspaces I,{ of \.k , so that V:. ~ V~ and 

flvl :~- hL ({) . f """ ft "' The minimal polynomial of fL E ez ( f,) 

for /!,_ i. '=.J.. is (A - ?-..:) ,t),iE- 1= and Oi"'-~ vl""" ki so that V~ is 

cyclic. 8 ) 

with: 

This implies the existence of a vector Xk. f Vc 
~ 

(~ ~ - '>-J XQ 

( .fi - '\~) )\\ 

;x: , 

= 0 

?)The degree of a generator is equal to the degree 
of its minimal polynomial. 

S)N. Jacobson, op. cit., Chapter III. 
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Lemma II. 4: Let fl be as above with ~ l > I • Then: 

1 . the subspace VL has a basis L Yd· ~;:, such that 
,-

'l 
' ] ' I 0 _,• \Y) 0 I r, 1v, ~ l., ··a,, if ,,.,b., r , I 

lol = 

ll , \· · 0 if k "' 2. b b > I · 
Vc l J I ) 

2. there is an element of ~ tf.· which in the basis / 'IJ (~ 
c 

has a representation (J)(after appropriate re-

numeration of the basis). 

Proof: From (J) we obtain: 

a) r ( X1 J X, ) = r ( :-, IJ t 'A)xy :::: r (a- ').L)X, / xl.) = 0 

b) 1' ("-,J x,,) = r(x,J ((- 'A.)X._,+,) : r (({;.-~.)x, Jx"HI ) =. 0 . (M" I,~J• 'J k_--1) 

r ( X;.. ) ) XV11) -.:=. ,,., (Y-2. , (f i. - '>-~) x"HI) =- f' ( ({.- ?.<)xl. J x,...., Tl) ::::. r ('x, } )<WI +J) = 
=-. 11 

( x.l) ~i. - 'A ~) l<M+t) = r ( ({~ -').Jx, ) 'f.V'v!H) = 0 ( """ II ., ) k,- 2) 

i' ( X~,- 11 XW!) ·= fl(x~,-• 1 XWl -rl) =- · ·. = i"(x, 1 Y, Wl-+k'L-~ ) =0 ( 1N1 =- 1) 

c) i' ( ')(k~ ) x,j :::. r(xk,-1 ) XW\ +i) =- .. . == I()(I J xk.:..) = r (xki J x!) 

so that the elements on the antidiagonal are 

real and equal to r (x"<. J x,). 

d) r t x k, , ~' - '>-,) xI< i ) =- 1' ( )( "i _, ) x:.) =- · · 
----

··-=- l (x
3 1 

xl('-_,) = 1'('~-:tJ )(~:J -= fl(-,:~.:; X·L) 

rtx·~ ~ x'<, -l) = \'(y.,._, , ({- 'Ux"•) = r(x~,-~, h;) = !(..,:,,;, xk,-,) 
which means that all other entries are real. 

Hence, 

0 0 0 ' 

0 0 0 

0 0 
0 ~~~~ ·r.~, 
1~k ; ~~.: I~Ki 

(Y) 

C ... t~.., .... , 
C, ..• ,, r.,k, 



Claim: There ex ists a basis 

has the representation: 

(fl - I'AJ 9:' ~: 
l 

(tt - ?--~) xk:.-1 

(4 L -?.J Xt,· J. 

(i. - ·>- J xl 
(+< - · >.~ ) x, 

and which reduces (4) to 

JO 

L x J ._, 
0 O:: I 

in v, in which f;. 

~ 

- :r X~ . _, 
L 

- "! '/- i<c ~ 
(5 "! ) 

= -:!: ~I(L·> 

- 0 

Proof of the Claim: Let the j- +h ( j. =- 2., 31 • •• , k,) sequence 

of transformations ~ be given by 

G-J (XJ-t) - &J_·, (r-.J- 1) 

c,.J \ 'i-j) = G J_,( x<l) + cJ. G-J-·1 ( )(,) 

G- j (xJ .. ,) (;J_J l'-J-t l) 1" ot G-d _, c~l) 

&J" (X~.:J (;-J_,.( X ~.. .) 1· ol~_ , \ Xkt-~ .. , ) 

where c\ is obtained by the condition r'( 6-J ( x,~) J G-., ( )( k.)) = 0 = 

= f'(G-J _ , ()("J/;~x .J) + ;i_ r( ~_, ( x,) 1 ~ _, ()(kj-+ J r(C.Jd-l(xk,-J .. ,) 1 ~_, (xly 
and &d (x.._) is the image of x~ under ~ "' ~-~ o · • • o G-2 

transformation. One notices that ~-'>.) G-0 (\i-.~<) =- ({-'\J ~_,()(J tk) + 

+ .;{ ( f~ - 'AJ 6- _, (X "' +:) =: 
" 



31 

=- &J _' (x0 .... _, ) + oo; G-J _' ( xK.) so that (J) is preserved under every 

transformation Gd • Also I as f""'(G-c-• (x,) J ~-· (;'( •• ~) ..:0 rc&J-tlX'., -d .. ,)' G-d _' (x.~l) 

we get 0 =- (2 ""t :>l) I ( G-d-' (x,)J s-.~ x,, l) -t r'( G-J l><. ) J G-J c ~kJ) • Hence I "'- can 

be chosen real since .., ' 
I Q. b ~ are real. 

The _ , 
d - I sequence of transformations (performed 

as the last one) is: 
G-, ( Xo.. ) 

In the above, u. "' 1, .. , K" and l'(x, 1 x~~.)/u , Hence, 

r (G-,lx .._ )
1 

G,( Y., __ ..,_ , ,J) =- r(x'"'- 1 h,- ... ~·) = 1 as a result of 
j..., 'f.., 1 X ki ) 

r()c.~ , >< <-u.~,) = f'i._ x, , )(, , ) . 
Since this transformation again preserves (J) we have 

proven the claim (with the "+" sign in ( 5)). 

If r ( x, J xk) < 0 then the d = I transformation 

is given by 

= )<. , 

This transformation changes ( S ) to 

(f L - '\' ) y k I = 
~l - '>.,) X ~: ,-1 = 

(f, - )J X, = 0 

but r ( x., ; -({-'A.) x2) =- i'(~l-1,) )C. .._ ._ ) - )<.J = r (- h, -1 ) - x1.) = 

r (h. - I ) x2.) ::: •• . = ;' ( ')(' J X~.:;) 
so that the antidiagonal elements are nonetheless equal 



and as ~ ( G; ( hi} 
1 

(r,(l'•)J = f' ( - X~c, 1 )<,) = - \' ( >:.1< 1 ~.) :::: -r \ 

we get the desired representation of r . 

Suppose now that {1 v~ fc has the representation (5-) 

in the final bases t )(J( . Then one notic es that if 
J-1 
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we take the element ~ ~ which has the representation (5+) 

in this basis we have [f1 , {:1 =0 . As both .fi , f~ ' are cyclic 

transformations on v~ ' fL' is also an element of 117~ . If we 

now renumerate the basis vectors in the f ollowing way: 

'f , ::: y.., 

'h ·= Y..l_ 

'{ !<., ~::. X 1:. , 

if o<,=- :l..t and 

'f ~ ;-=. )(I 

'i2 :::. Kz 

if k.i = H-.- 1 

we get the desired representation (J') of the form ro 

We will show now that a similar procedure can be carried 

out if the minimal polynomial of f. is irreducible. Let 

fi-::: l,l ~ { be the projection of ~ on VL with ~ / )._ . Its 

minimal polynomi al on i is 
k, 

ITt (').\ which is a power of 

an irreducible in PD1 polynomial of the second degree. 
- ~.-

By virtue of (:l(L) = Jl, being complete we can split Ill- (').) 

into (\- 0.L)
1
<l (A - 'L) k; in f:'( L) [?,j so that vl =- V,1 e VL

1 

where vl, 1/~ 1 v~· are cyclic subspaces of v. (It is 

important to notice that r ( y i I v~) ::{: 0 ; V t' ) v,' are not 

orthogonal to each other.) This implies the existence of 

such that: 
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({ - ?-i Y-l.i = X~<:,- I ({ - '>-) hl :::: ('A-1) Kki + X. ~: ,·- 1 

({ - '\) )(kC-J ~ 'f. ~, - L ({- ).) h,-1 :::: ('A-/.) h,-J T f k1-2 

-"') x1 -:::: )'.J ~- ').) 1-l_ 1/1.- 'f)h -:::: i- ~<., 

(G) ({ - \) x, -:::. 0 (f -~)7,, ( - \ - ,A- )J~I 
( { --I Xn, : h i<,- \ ({ -'A) hk( -=: ~ - )) ~l.~ L + )(l.i(L -I 

l{ - t) ) l K1 - 1 = X2. ~:,-l. (? -')._) ~H:., -I = (~ - ) ) l<lk, -+ 2 + 1<2\(,-2. 

4 - 1) X~~+ .. -:::. X k,-t I (+ -'f) )( ~L+l. - (5 -')_) h,+l. + h1 + I 

(T __ ))x k,+J "'"c- ({ - A) (' le t t! ::: ('). -)) 1\kL+ I 

Lemma II. 5 : Let f, ) V1 be as above. Then, there exists a 

basis {. v., ·. 1 Ya , ~ in ,/, such that r (-y.,_ , Yb) has the form as 

in the Lemma II.4 and the relations (6) are fulfilled. 

Proof: 

Claim: r lv, ( 'f.. o..1 X b) has the following representation in 

the basis { x., .. , h ."d 3 : 

)(, xl. X X - I( . ~,2..L . 
..... . ~~~~~t-1 )(l.k t 

x, ~1.\CL 

where (~ 'l.k i 
x. 0 r; ~~. -l r, 

~ 2. .a.\1.\. 

1~ ) 1<~ 
:: rl :l.k,-1 = • . - x., 

[ ) 
::::. ~( t'\~,.• 1 ~""'' k ~ =-

I =-
)<.~, , , 

::::. • .. =- r, .. " ~ l.k ~ r~'"· 
)(•.: 

).,,T I ii •. l 

0 0 
)<2(,-1 G ... -. 1 

Ti 

J xl~<< I' ,...., 
ll\i 1 ~ ~"' l. 



Proof of the Claim: 

1 o r (X 1 J )(,) because 

= r(x, } x,)\ = r ({, x,, x, ) = ),\' (x,} x,) 

This implies (1,- '>-.) \' ( "''J x,) = 0 Hence 

and \' ('A._,+, J :X~<,-t l ) -= 0 

1<, -1 

·· - ('\.- ";\._) f'(x, , x") so that 

r \ X2<,-2 I x ,) 

f'( A, I {xi) == r ex,, A 'f..t)= 

( \E F' CO) 

!'( XkC-n l x,) r (q-~)X~;·tt ) '><:~.) = r(x., -t l jx2. ) = 

= f' ( ( ~ - ~) X "• T I } :x3 ) = 0 

so that 0 = I (x ... ,x~) for 

and their conjugate elements. 

J. 0 = j' ( '/..1
1 

x,) = r((f-))X;. , X.2) = r(x, 1 x:~.) ('t-'),) -t f' ( XzJx,) 

implies that r ( h) h) = 0 . 

for 

Then 0 ~ r (xl 1 x\IYI) -- f'(x.J .<\M 1,) (1, - '\,) -t r c )l2 ) x""') 

so that i' (h, Yc""T ') =O 

(l ( X2 I xK l. ) is the last element of this type that we can 

prove to be equal to zero by this method. We can similarly 

prove that r(x<l :xb) vanishes for 
1 
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4. The repetition of the steps 2. and J. for 
..., 
I a. b j 

0 = 

k~,. .... I ~ \).., b ~ 1kL with the application of the equation 

f' ('X k-+ 1 XH,) gives US the Vanishing of this part of 
~ I t 

the matrix. 

5· r ( 1-zk, J xl) = I' (U-\hn; I xl) =- r(x21<,-l / xl.) =- -· · 

·· ·= r ( h · + i X ~c; · ) :::- r ('Xk· J(l< . + l ):. . •. = l' (xl, X1K~J 
l I t.. t. J L 

6 . r ('l-z,h,::;) = r((f"1)X~J X.H~)-= f'(X3 1 ~ - i).) KaJ -= r ( ')(3, X2k;-1)= ... 

:: r ( X k _ 1 X 1< .:, + ~) = r( X".: J X t::L ·d ) 
c J 

!' (~:,, Xa;)=· ·;= r(xk,; X~~ +? ) 

r (X k; -1 I 1\nL) ~ I' ( X l<c I Xu; -1 ) 

This establishes relations in the triangle I and the 

conjugate triangle II. In order to prove the lemma we 

have to reduce those triangles to zero. 

Let us introduce a similar sequence of transformations 

G-d ( j-=- 2, ~'. ,kJ as in the proof of the Lemma II. 4 (the elements 

in the triangles I and II fulfill the same relations as 

( 4)). G-J c)(. ,) = G-d -1 c~,) G-.2.. ( ~~ ) = )(' 

G--J(h)~ G-c~-1 (~z) 

6-i cxJ-1) ·= Cr-6-1 c~d - 1) 
G-i ( )(d) ~ ~ _, ( '~'i) -t- d.. G-d -1 ( J(,) 

&J Cx.kJ . ~-~ Cx.,,) + oL. G-r' C x"c:-d· -1-1 ) 

rc G-i h), )( lk< J - 'J;l.I<C: = [' (~-1 (~d) -+ 

r(C·,..d(~~), Xu,)-+ J.r(G-d-1('~'-,), X1kJ ~ 

Hence rCG-i ('1'-i) I )(l.kJ = 0 L{ f d- = f' ( G-d-1 ( J(,j) 1 'i-1 I<.C) 

I'CG-r, c~i)) ')(vK.-! 
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Clearly, each Gi preserves ((,) so that all relations in 

the triangles I , II are preserved except those
1
elements of 

which are reduced to zero by the application of G-d' • 

The last step consists in getting i7u~ = · · · = G",-=- 1 

on the antidiagonal. 
I - l. d-. u) .. 

Let where = r(~«, x2~,)so that 0'1 ( I 

X ~I<.:) =-'X. z !.<' := ~ e riB I )(., J 

"r 

I 
- L.d-

)\2.1<<. - 1 - X:z.l.:--1 
--L-- e. 

ry-

x"'i. + \ - ~ 
rr 

- l. d.. 

e 

)<.., 

As this transformation also preserves (6) we have proven 

the Lemma. 

Lemma II. 6 : Let 1 has a minimal polynomial which 

contains a linear factor in the first power. Then 

there exists a vector y~ v such that r( y J y)::: ':t l and 

(?). 

Pr oof: If \/c is the cyclic subspace of V , then 'It is one 

dimensional and any vector in it satisfies (;fl - 1:) 'f -::. 0 

Let \.,~(f) be the projection operator on V~ defined as 

I 



so that v, is orthogonal to all other 

subspaces -IJ • Hence r ( yl y) * 0 due to the nondegeneracy 

of r and there is y' :::. _y__ r cy,y) such that r c y ') Y I) :: :t , 

0 
These three Lemmas show that an element f, = t.,, ·~ 

characterized by a power k,>1 1 of any prime polynomial 

of PDJ can be given a representation exhibiting this 

power of the prime in the basis which respects the form 

r · We have to show now that the conditions 1-4 of the 
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theorem describe all possible types of minimal polynomials. 

Definition II . ?: Let 
r.- 1 • k, • 

6-t J 1 f ' 1&- Wl th /-< 1. (?-) -:::. ( \ -').,) • • . 
/ 

The generalized characteristical 

basis (g. c . b.) [ y(el ·~ in vj([ is a basis obtained through 

the stringing together the collection of vectors { YL c ~ ) }:: l 

determined in each subspace V; through the construction 

presented in the Lemmas II.4, II.5, II.6. 

Corollary II.8: Conditions 1-4 of Theorem II.2 are 

characteristic of the elements of ~ · 

Proof: Let 0-E'I;J~ie-- be given.If k,> J for every ~~..€ 

then the form r;, has the representation 

0 
J I 

II .I 

.· o· :o I . 
I I 1 
-.- - - . - - - . · ( . -

0 ' '· 

( 8 I) 
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If /,(fC\1 has ~ linear factors (with he = 1 ) and 'a linear 

factors with k!. = .z 7.,. ! z.? 0 then ro has the representation 

2c.. 

(~'') 

in the g.c . b. { t tn~ 

Lt ~.( ""' 

M - oa =# of linear primes with 
vectors of positive length 

h-(m-i) =# of linear primes with 
length .. - 1 

Due to the theorem of inertia of the signature we 

get that :z ct ~ 2 p, and :<. c = ~ p -t V\1) - I, - ~ 9) 

The possible numbers c of hyperbolic planes G~l and the 

possible numbers ~ -t <J of lines <;.I > determine the distribution 
I 

of k~,. s in the sequence {~<,, .. . , ks~ , because the powers of 

primes in ..ufct-) have to distribute themselves in such a 

way as to always give one of the representations ~) 

cogredient to (1). The number -1:. of odd powers kj ( ii ~ ...t) 

has to be at least m to produce at least m (1/ -subspaces. 

It can be more, however only at the expense of hyperbolic 

planes t ~ ~ ) which always can split into < :t 1 "> sub spaces. 

This way we get the point 1 & J of the Theorem II.2. 

9) If ~ <. I'V\ then m --a is the number of linear primes 
with characteristical vectors y such that r C Y1 y ) == I 
and h- (M-~) is the number of linear primes with charac­
teristical vectors 'I such that r CY; >' ) "'-l i 
if '37'"' then .t-VV) is the number of hyperbolic planes 
split due to the odd powersi<t. Ci. ~LJ and h )1 ..t-rM 
All characteristical vectors y of v, linear primes have jl(yJ y) = 1 



Also all k, 77 fulfill the condition 0 f_ k; 

2p~ l 

for ("A - ">- -) gives r hyperbolic planes and one line 

and pis the maximal number of hyperbolic planes of r: . 
Similar argument applies to the case of kt ·~ when i. 7 !._ • 

This proves the point 2° of the Theorem. One notices, 

<. I/ 

of course, that a particular value of any of ~<,5 restricts 

possible values of others in accordance with the point 

1, 2, J, of the Theorem. Point 4 expresses this very 

fact. 
0 

Corollary II.9: For every sequence [ k,, . , ks~ satisfying 

conditions 1°-4° there is uE71 characterized by it. 

Proof: a) Let us assume that KL >I for all I_<./ . 

And, let us take the canonical basis of 
, 
I c 

(in which I~ has the representation ( 1)) and subdivide it 

into the bases of 5 orthogonal subspaces ~ composed of 

the number of hyperbolic planes and lines <.•1 accordingly 

to the rules 1-4. In each of them, we can take f~ p 1,. , s 

s 
defined by the relation (5), (6), (7) so that f = '[; fi 

(::I 

and / ,u( (~) ::: V J1f/>') where _ uf, (1.) is a minimal polynomial of 

f; If we compare now the matrix form of f in 

this basis with (2) we notice that t E: 5:1 ( ~1/La,) so that 

lr ( ~) t j 1
, 

J9 

b) Suppose now that there are some Ki. -::::. I (,: ~ ..t) • By the 

method described in the proof of the Corollary II.8 

we find out the number of hyperbolic planes and ( -z 1: 



lines associated with the sequence { ~ ., . , k.~~ , subdivide 

the basis { e~ s (in which r:, has a cogredient form r0
1 

equal 

(8 ") ), define an appropriate { through the relations (5), 

(6), (7), and by inspection we find that {£ SJ; ( N;~) . 

By the Lemma 2 in the Appendix 1 there is an element 

~ ~ S Jo ( H) 12..) with the same minimal polynomial. 

0 

To finish the proof of the Theorem II.2 we have to 

prove the uniqueness of the characterization by the 

sequence { k, . .. , k-.1 and to show that f '-=- '( This is the 

content of the next three lemmas. 
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Lemma II.10: Let { r I {2 f sdo ( ~"1 /t.£1,) I :f.:E: 1e-L ; f.:{: 1~ (c.. 1-J ) 

and let the sequences i ~-.·;', .. , 1<.~' L t k~'1 . . , ~:'} be identical. 

Then e-(., L" t , 2 lie on the same orbit of Aut ( SJ ( Hi®J) 

Proof: Let .P-i/'Al be the minimal polynomials of fi \ 

By the Lemma I. 4 and the fact that P(G) is algebraically 

closed we can assume / :fc C~/ = / .uf, o.) • 

Let l Y/fH ) r 'l'('td be g. c. b. obtained via the construction of 

the Lemmas II.4, II.5, II.6 in which fa has the repre­

sentation (8). The representation of t\ in those bases 

might differ in the following ways: 

a) if kc-:>1 by the"-" sign as in ( 5 ) 

b) if k ~ =l by the fact that the same eigenvalue 

might be associated wi th vectors of different "length": r\ Yc ,YL)=t! 



We can however, choose (by the Lemma II.4) such ~, f ~~ 

which will have exactly the same representation in the 

respective bases. 

Let l/ be a linear transformation such that U 
Ill 

y. = 

Since l: ( y~',y~·):.l~(y~'l, y." ') then r0 (Ux 1 Ux):o- r., (,_,)<) for every 

XE: 1~ ; hence G4 == U · d is an element of Aut SJo (Mia,) and 
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Y
n > . . 

fl' "'" &u.-U:)= Lt{,'L(( by the uniqueness of the matrix represen-
, "' 

tation of f._ in i ~ It) ~ ) • Hence lJ.2. = G-~ r&.) 
0 

Lemma II.11: There is only one orbit of separable 
- , 

subalgebras tJ c. <1' 

Proof: By the Proposition I. 3 ~ is separable iff the 

jt~ Cr-) = ( f.-t-,) : . : {;1.-'t. ~) for every fE 1e-- · 
be separable subalgebras and [ y;·c ~J)J: , 

priate g. c. b. Is. Obviously' ro ( Yt) y:') = 

Let E:(f,:) t= ,, 2. 

be the appro-

r-:p r:J by the 

nondegeneracy of the form and the inertia theorem . Again, 

we can choose f~' t: 1-lri. such that the eigenvalue ~(jhas a 

eigenvector '1Ju
1 with r:, (y; , y;) =--\ iff ;~.;J (== ).j') has an eigenvector 

yJ"' with f: ( ydu); yt) =-I . If we define a transformation 

Li: Y/~ -~ v;:SJ ... by Ulyd"~-= YJu) then ro ( U '/~ 1 U yd") == ro ( Y~l , Y:1
) 1 

::::: OJ,: j f 0 r J =. 1
1 · • 1 .., k ~ 1

1 .. · , V> j r ( L/ X J L/ y) = l/ ( "F. J y) 

( ro( "K1y)-::: r., ( '[ o~. ..., y,::: ,t:~.y~' ) -::: -{ JLB '- -t-t i~!!> L , J-;(Lh1Uy) = io(L ol ...,uy:_,l, '[;~kLiy~ 1 ) 
? (.;:.j L.' PTI 

= r)I: ....... 'f~1,'LI?>-. y~'))=Ii,s~ -rfrJ~s~Hence, <r f Rut/G (Nil) and U.,.P,' U .. -= .R ' t~• ' ' P•• 1 4 \ -;Jo i,JL t i1. 

or C,.u, U.' )"' ~~ This implies &I.{. (0", ) = E11. • 

0 
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~I I 

Lemma II . 12 : J' = T 

Proof: To prove this lemma one has to show that if !Y E: 'T , f E "1e-­

then there is e-'._ r ·, ~ { 1e· suc h that r- fr~)J tr' :J v and u' is maximal. 
k.l lcL \'t<f l _..k, k, 

Let f f SJ,( H/~ ) and .P! t~-.) = /'--i C'A) = ('A -t.,) : . _ ~ - r.~ ) iT(~ , ,., : . : ll ~ (t.l ==. 1:, Cr) : · · 

It follows that the characteristical polynomial 'fF>,) 

of f is equal to .-A-l , cr..) / <2. Cr.) : . : / ut rt-; 
10) 

with ) .A i Ct-1 dividing / t( (-,-, ! f..) so that 

where 't · 
~Sp 

is one of the primes in )A--~c Cr.) • Hence, V = 
l~· I 

with V~P cyclic . We can choose a basis 

in each of those subspaces in which f has the form: 

0 

fL, 

1 
tl 0 

where fi = 

0 

l 0 R"-' ' 
4~ . :u. 

and 

We can define now <J t: t·1'/J1 such that 

10 )N. Jacobson, op. cit., Chapter III · 



~ = 

~i -=-

4) 

~ I 
0 ~2 

0 ~H 
9 

'A:J <L 

:1l ·x .1_ 
J • 

0 • xj 
~~ l1 l I ~L l G I 

I 

l 0 . ~·~J 

I 

l \iJ 1 
x1_ 

J • • 

I 

where and A.._ b is not a root of_.? ~ (t..) 

J. 

4 · ~ E: S'J ( Mf pt,l) 

This point requires some elaboration: let i-JL (n be the 

project ions defined as previously. h L 's are Gorthogonal 

J-symmetric operators. Let Wl be the set { Y<=V II, c(f.)'~-"'Y ) xt-Y ~ 

It is obvious that kfk l liJe for k 'f. 1 and Y = ® W~ . One also 
(.. 

s 
notices that W; = (£ Yp'- i.e. it is the direct sum of those 

P"' 
subspaces ~b in which f has as its minimal polynomial 

a factor of /-{-~ (/..) . However t Vp~ Is are not r-orthogonal in w~.. 

Nonetheless, one can choose a basis in Vp in which r will .. 

have canonical form
1 

Yr ... .L v~ and in which @ will be J­

symmetric as well. The procedure for finding such a 

basis is similar to the one described in Lemmas II.4-II.5. 
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5· 4~ f(~) because as ~ is cyclic the only operators 

which commute with ~ are PW -functions of ~ . 

With j_l E: r (l) then d (f) = r ; l d ( ;Jc) = "{:' cTL f = 1 
J..i_ (. F. 

0 

This gives 

The Theorem II.2, apart from giving the sufficient 

condition of the Theorem I.l, has the interest of its 

own. It gives for 
1 
any real closed field F1 the full 

characterization of the action of Aut (Sd ( M/Pcn~ on the 

set ~ . It's interesting to notice that for any p >O 

there is a unique separable orbit - all other orbits have 

elements containing operators which can be mapped 

nontri vially only into zero. Whereas for p < I there 

are no orbits of subalgebras with Ho1"1 U71 r) = f', only for p = o 

we have the unique orbit in :J ' . It is the orbit of 

separable algebras. 

2. Proof of the Necessary Condition for Aut (-.re. ,e)to Be . 

Transitive on the Family 7 ' of the Algebra ( Jetp, 6 ) oZ) 
I 

The Necessary and Sufficient Condi tion for the Algebra 

(Je,e I o,ol) to Be Separable. 

We turn now to the necessary condition of the 

Theorem II.l. 

In order to prove it one has to show that unless the 

field F is real closed and the two product algebra is 

given by a nonisotropic involution there always is n>1 
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such that the family q ' associated with the algebra 

characterized by n has more than one orbit. 

Construction of the family fJ' ' for the algebra ( Hl p , C , 1 . , C .J-) 

Let the family 'J of M/r be given by the general 

construction described in Chapter I. Then, through the 

introduction of the inclusion relation , and because of 

the finite dimensionality of the problem we can find the 

family ~ · of maximal subalgebras. 

"'"' ' Let 'J be the set of subalgebras which are characterized 

by minimal polynomials of the degree ~ . It is clear that 
"- I 

Y <; CJ Is it true however, that f' = T ? Or, in 

other words do all elements of 'f' have the same dimension? 

Obviously a positive answer to this question is a necessary 

(though not sufficient) condition for the transitivity 

of Aut (J..t) on T ' . 

Let f;~ 1' with "'· IT k, for some fE-1"e-./--< } (:A) = ifl 0) ', · ,' s (,> ) 

' and L, J (rr~) kc L. h be given. If f ·- !,~ ( fJo f then V=- ffl 
( . - l=r 

The minimal polynomial of tt Efl-~Lfl) is 
.. ,. 

TT~ Ct-) There 

is at least one ~.- E: t 1,1 1 • • • • s~ such that dim v~ > ''J(ITL) kl 

y( 

otherwise we have d ~uf- (t-!) ~ l'l This implies that ·J i. = Vt, ID · · · ff) Y,., 

where Pel =- : J L.· 
r v,J t o 

The minimal polynomial /-r/ "\ of f~ ~ 

(considered as an element of the algebra of linear 
\< (. . 

transformations on v~d ) is Til. ~ with ktd· dividing l<c: • 

In order to prove that there exists ~ t- N;·p such that 1 = f1'3) 

and :lf~C•)-=- 1'\ it is necessary and sufficient to find 
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!: ·. 
for each l ) d ' an element j ld ( lJiJ ( ft~ ) with u 1 ().) =f= 17, ().) '• 

/ "J 

but with !J(_,.,u']( ) = J ( jl, ) ~ ld • If Vcd ( { iJ ) has such an 
d 

element then by the Lemma r.4 we = Ted· "' get that U JLj· ()..) ( (-.) J 

with :Y ( u~1 ) = 8 (Tr,) k, · . After finding a, of this type 
/ . J d d J 

for every c:J for which dim V.:. ) 8 (71.:) I•, we set 

This construction gives an element ~ with 8 ( /--<-~ r-:~ 1) = 11 

if and only if ~ Lj -=± ~k~ for L -=1 k 
1 

cl =U . • Hence, the necessary 
r. ' and suffic ient condition for d to contain only subalgebras 

of the same dimension is the existence of a big "reservoir" 

of irreducible polynomials in F[)J . In the case of 

infinite fields the following procedure indicates that 

we can alway s find enough polynomials to perform the 

described imbedding of UCf) into B-C ~) : 

Let k k- < 
!-. + Q ~ _, '\ + ... + "-• ~ + aQ and let ;.. , A 'A ' - B . 

Since the linear substitutions constitute a set of auto-

morphism in rC?.J , n~~ ('A) is irreducible iff II<~ (;.')-
I I k I 

• • • r.- ' ') \ (\ ~ • lS lrreduclble. If ti ed· (f, = x~ ;, -r . . . + )(, ~ . 'l<o Wl th 

unknown we can find them through the solution of the 

For our purpose, one only needs 

"k , and xk_ , expressed in terms of .:(5 and A,B. It is easy 

This means that by 

putting A= Ro and changing B to our wish we can produce 

any number of irreducible polynomials of the degree k , 

In the case of finite fields the reservoir of 

polynomials is clearly limited; therefore a "subreservoir" 

of irreducible ones is also limited. This means that for 



every irreducible polynomial pc") = FDJ there is vn o such 
I ~ 

that the family 'J of :'i/p contains & characterized by the 

minimal polynomial of the degree L~. (It is enough to 

take h = co-( P) -t- /) 2 ( p(")) Where / )J( P) iS the finite number Of 

irreducible polynomials of the degree equal to 9(pCr.>). 

Hence if / uf- r~)=pO·) for some f f.~e- J e- can be imbedded only 
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in such e- (~) which is characterized by ./<~ r?.) with 'a}U. g Cl- )) =- Y (P) . 

· ~so.~~ ~ ) Clearly, in this case, the structure of the 

family 7 ' is very complicated due to different dimensionalities 

of its elements. 

Action of Aut ( N/r) on 7 ' . 

On the basis of the previous considerations one 

obtains:if ~is finite there exists n10 such that for 

every n ' ) n the group Aut ( MfF. ) can not be transitive on the 

family 7 '( f"ljp) • However, the same observation can be 

made if the field F is infinite for it is easy to see 

that any polynomial pC'-1 f POJ can be taken as a minimal 

A--c.. 'T '. polynomial of a generator of some v ~ J However, any 

two SUbalgebras c( 1 e-2 which have generators :f, 1 fl 

characterized by the same minimal polynomial pCil) are on 

one orbit of the automorphism group. In order to show 

this one can use the fact that any linear transformation f 

on the space /~ with the minimal polynomial pO) of the 

degree n is cyclic, i.e. there exists a basis { ~ (eJ(:, 

such that { has the following representation in it: 

r

OI O • • • 0 PoJ 
0 I , 

• b i,.L 

J> 0 () P,., 



If f, , fz. belong to different subalgebras then we have 

two different bases [ yU,J( in which r,<" have the same 
J ~-1 t 

representations. If we define now a transformation L/ by 

we get 

by construction 
1 
belongs to &- L ( Vl, P) and since G-/ ( "' ' F) 
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is the automorphism group of ~~r:' , [ , J-r J [ ,J_) we get G-y(9,) = 8-2. 

This, in particular, implies that for any sequence of 
s 

T, k,· :: 111 we have an orbit 

the elements of which are characterized by minimal poly-
.. , ks 

nomials of the type / ,<_t ()..) = ().. - t. t) · .. .- ~- ?- ~) • If the field F 

is algebraically closed then these are the only orbits 

present in 1-" ' ; otherwise there are additional orbits 

characterized by minimal polynomials which have irreducible 

factors of the higher than one degree. In all cases there 

is a unique orbit of separable subalgebras characterized 
~ I<., 

by the minimal polynomial u (f.) = ( 1- 'A,)· .. : ~-')..~) where ~ = rn ' "' ( n J 

number of elements in the field P~ , and for every n/1 

this orbit is not the only orbit in 7 ' . 

Orbits in the families q ' associated with two product algebras 

given by an involution of the second kind. 

Let r • ·..; "'; ~ VI" --~ P\el be a hermitian form • F'(e) Pie\ 

J . By the Witt theorem11 ) associated with the involution 

r = ~ $ ~ J vn = v,_.,.& vr;-2-v· . where ~ is the hyperbolic part of 

ll)N. Jacobson, op. cit., Chapter v. 
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and r 
d 

is the definite part. This decomposition implies 

that 

sd ( f"~/r ( ~l) ~ Sr., ( N/~(e) ) @ Srd ( f"l~;(vti ) ) 

where Sr~ ( t--17 P(G)) is an algebra of ]~..,- hermitian elements 

of ~~fP(e) and 'S rd ( H /;~191 ) is an algebra of ], hermitian 

elements of N <~;- ;~ e) ( J h is the involution in ('-(') p(el 

associated with the form ~ and dd is the involution in M(~~el 

associated with the form ~) . It is important to notice 

that I.,J -:::. I., r.,. -t l;,r., where I sl is the unit in sd ( Hj P(19)) I Is., 

is the unit in 'J r ( ii
1
;"'"n( ) and Is is the unit in S ( H"1~h ) 

" r- rtl r., . 1- lel · 

It follows that if sd ( N/P(el) '9 f = ~ I -+ fl. ~ i. E- Sr., ( Hi~e! )) f~-f. Sr..; ( H{F'(gJ) 

then Up (? .. ') = .-e. c . m I " (t-) u..P ().) L Clearly, there always 
/ / t l /"·'"'·· f~ I,.,. +t J• 

I 

is at least one orbit of separable sub algebras in d' • 

Therefore, any additional orbit will be obtained if we 

can find J'; G Sr., ( r-v;~1 ) r71 E SrQ ( N;;~~) the dimensions of which 

are, respectively, liY"- and 1'\-:t,--, and which are not separable. 

Then the set { G- ( u, ® (7J l G- E At-d ( SJ ( li/Prell)} constitutes 

an additional orbit. 

The considerations of Section II.l suggest that the 

contain subalgebras characterized 

by minimal polynomials of the type: 

{, 1 k, 2/:.( "-<'t l 
~' C?..) = \.!. - /.. ,) : . : (~- Ae.) ITe~ 1 ~ ~' : 

.( s 
where ~ L kL. -+- 2 I:! l<t ~ :J. ry- J ~/ r and IT~(/.) is an irreducible 

in PDl polynomial of the second degree which splits 



One also knows that there is a basis { e'~ in 

in which ~ has the following representation: 

where '-<) ( E: r 1 r' We will show that as long as there 
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are at least two different elements '-" t 1- w, on the diagonal 
\ ' 

of this representation the family '7 ' ( Srd ( ~"1/~;;J l) 

has nonseparable elements. The proof of this claim has 

two steps: 

1. the pair ( LVL <..Vt ) is not equal to ( t.l, i ) where a = a'" 
f\ l 

If v:.t = "'- t0 t, ~ 1 then there exists P E Sr. ( N";·lY ) with 
' 

1 
• 1- <:j PCeJ 

_, M..{_ ( ?.') == ().2 
- a)(?..-;, ,) :.: ( ;..,- ).Vl -lv _J which in the basis t e,J has the 

representation .- J 01 
Q 0 ). , 0 

r) . . 

L \..- '),. "' · l v-l. 

' I 
But this means that there are two eigenvectors e, , e1 of f 

such that -f e 1' = 9e : , {e; =- ~ e,' and r: ( e~ ~ fc.~) ± 9ro ( ~~ ~ e~)= 

=::;: r (e~ 1 Ge~)=:;-f\e: , e:)e.Hence rd( e~, (~) = 0 which is impossible 

by the definition of ~ . 

2. Let now a pair (:..v ,, 1 c.v,,) ::f (a. 1 I ) be given. Then 

there exists f2. f Srd ( r!,/ ~;:J ) which in the basis { el; 

(properly renumerated) has the following representation: 

[;~0 ~ A, ~ .,. J 
Clearly the minimal polynomial .u (f..) of ~~ is equal to 

/ f• 
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(1 - w.,) (1- ) ,) · . . :().- f..,_L·q) . Its degree is 1-1-2....- and it has 
c.J,, 

an irreducible factor of the second degree. 

Let now f t: S:l \ N/ Pfel) be given such that :f -=- f , + f~ 
(, 2 k, (, H~ ~ i<J 

where f, (o s~ ( H2
/'r'{Gl ) with / Uf, (?.) -= ~.~- ).,) : . : ,~.- 't-e ) n<:7 <•l :. : Tl~ (?-) 

and fl.fSr.; ( H7~~,) with _U-ft {l-) = (/'l-~) (1--i.t~. : .. · (?-.-).., _, ,.. _.) 

Then, if we choose 'At L"", J ... 
1 

c. , ~ ~ 1 1 ... , Lo -2"¥-2 in such a 

way that all of them are different we get /:( ( t.) = / t, r:>.' ~ {c1, r>. ) 

Hence the set { G- ( ()( ~ \) l G-E. AI.{_+ ( Sd-) ~ is the additional orbit. 

These remarks suggest the following formulation of 

the necessary conditions the fulfillment of which will 

exclude the described types of orbits: 

(*) For every n> 1 there exists a sequence [ l-._1 l"' of 
J Jd"'' 

elements of ~r· such that for every sequence { xd· Jd:, 1 xd· E- P(e-l 

\1 

L c.v i x-d )< ~ -=~= o 

then v-J 
111 

r1 " ' ) /' :::: '1-J - C7 y.d 

(**) For every ~~ 7\ a diagonal representation of the 

definite form r has to have the property that :..vl = wd· 

for v:t i . 

Both these conditions imply that for every ~ 7! 

the field F has to have the following property: 

w[I. cc Z x~' 2J =f 0 
<lo' 

for any two sequences l xt C, 1 X,,, J ... 
I ( 0 d :., 

In particular if x;~o for all d , we get that 

=t 0 



which is equivalent to the condition 

This means that in order to exclude the described types 

of orbits the fie.ld P has to be formally real. 

Now we can make use of the following theorem of 

Krakowski. 12 ) 

Krakowski Theorem 

Let K be a formally real field and ~ its real closure; 
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let /. 0 E:: P be a root of some irreducible polynomial p ('t-) E: Ken 
~0 

Then there exists a ~- symmetric matrix the minimal 

polynomial of which is equal to p(.'-) . 
}o 

If P is formally real and F is not real closed then 

there always exists an element ~0 of the Krakowski theorem. 

Let Y\ be the degree of ~:r- ) I If (-u.IPJ 6' , x.) ::: sd ( f"l/'rre>) 

with M)1 fl and J is an invol tuion associated with the form r 

fulfilling the condition (**) then there always exists 

an element { E 5 J ( Nirrel) with the minimal polynomial ./Ltr r;..) 

of the degree V'il containing p C?-) as an irreducible factor. 
~0 

Hence the set l G- ( e-Hl)( & f Au.J(Sd ) ) constitutes an additional 

orbit. 

All considerations up to now concerned the algebras 

of the type SJ ( f'<l/rreJ1 tC ,J .. ,f& C~1} They are, however, also 

l2 )von Fred Krakowski, "Eigenwerte und Minimal polynome 
symmetrischer Matrizen in kommutativen Kopern," Commentarii 
Mathematici Helvetici, vol. 32 fasc. J, 1958. 
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valid in the case of algebras of the type 

5d ( M(t~( P i el) 1 -± [ ,1+ 1 ~ [ 1 l_) 

Due to the fact that F=~d ( lv/ f~(F'(el)) we have S""J ( l'ifu( F'Iel) ) :J 

Sr ( Nl P!t?l) where J is an involution induced in 1'1( f-' (Gl 

by the involution d of 
.., 

N/L:::. ( f~/G)) ' Since there are no 

division rings over an algebraically closed field no 

algebra of the type sd ( N( C,( I-'Cel)) can have a unique orbit 

because F never can be real closed. This last remark 

proves the Theorem II.l. 

Proposition II.lJ: The conditions of the Theorem II.l 

are also necessary and sufficient conditions for the 

algebra rrre/P 1 o, ::J 1 d. "* o) to be separable for every V1 ") I· 

Proof: The Proposition I.J asserts that ~0 is separable 

iff it is characterized by the minimal polynomials of 

the type / -<-t Ct.)~ t\- /.,): . : ( ~ - ).~) • Hence, in order to prove 

the necessary condition one has to show that unless ~ 

is real c losed and the algebra ("Jt1p, {) ,d....) is given by 

an unisotropic involution lfor every other type of a 

two product algebra there is n-, 1 such that this algebra 

contains a nonseparable subalgebra or in other words, 

it contains a subalgebra characterized by the different 

type of the minimal polynomial. But the existence of 

additional orbits of automorphism group explicitely 

depends (because of Lemma r.4) on the presence of such 
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nonseparable elements in a given algebra. Hence, both 

the separability of the algebra and transitivity of the 

group are explicitely dependent on the same concept. 

Therefore the proof of the Theorem II.1 is also the proof 

of this proposition. 
c 
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APPENDIX 1 

Algebraic Theory of Real Fields 

The algebraic theory of real fields was developed 

by Artin and Schreier. 1 ) The main goal of their work 

was to establish purely algebraic foundations of real 

numbers and to analyze their consequences in an algebraic 

setting. 

The theory rests on two concepts, those of ordering 

and formal reality. 

Definition 1: A field F is ordered if the property of 

positiveness (!O) is defined for its elements, and if it 

satisfies the following conditions: 

1. For every element a in F , just one of the 

relations a_= 0 ct../() Q. '-0 
I 

is valid 

2. If Ot.) O and b/Othen a.-+ b ) OJ ob 10 

Definition 2 : A field F is formally real iff -1 is not 

expressible in it as a sum of squares. 

A field ;:: is real closed if F is formally real but 

not extension of it formally real. 

The immediate consequence of this definition is that 

a real closed field F is not algebraically closed for the 

polynomial x~~ \ cannot have a root in F~J. One can show, 

1 )E. Artin and o. Schreier, "Algebraische Konstruktion 
reeller Kopper," Abh. Math. Sam. Hamburg, vol. 5, 1926, 
PP· 8)-115. 
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however, that the extension P(t) where L- is the root of 

"2 +1 . . 
A , 1s already algebra1cally closed. 

The interplay between the ordering idea and real 

closedness is contained in: 

Lemma 3: Every real closed field r has a unique ordering. 

The proof of this lemma consists in showing that every 

element 0-::f:. ct. & r:- is a square or - a is a square (but not 

both simultaneously). Since for any ordering squares 

have to be nonnegative the unique ordering is given by 

postulating a 'oiff Q is a square. 

This lemma implies that Aut (r) where F is real 

closed equals i L.o .) . It is important to notice that a 

formally real field which is not real closed might have 

several possible orderings. Important examples of 

formally real fields are rationals (with a unique order­

ing induced by the ordering of the ring of integers) 

and the extension of rationals containing the square 

roots of all positive elements. 

To prove the existence of a real closure P for a 

formally real field ~ one needs to assume the countability 

of the field P • (One might also use a weaker assumption 

of well-ordering.) The proof is based on the fact that 

the algebraic closure of a countable field is countable. 

If ~ is the algebraic closure of a countable formally 

real field F then one can define a denumerable sequence 



of extension fields L, l.L J . •• of F as follows: 

[ , =- F 

L VJ -;- 1 ::. L vJLO.,) if L"" (w..,) is formally real 

= LVJ if [""1 ( L.? "'>) is not formally real 

u.J 1 ! Wt) - -1 u::> VJl 
is the set of elements of J4. . If 

P= U Lc then by induction P is formally real. Since 
(. ";. , 

algebraic extension of P cannot be formally real P is 

real closed. Obviously P is countable as a subfield of 

countable field J1 . If P is an ordered formally real 

field then P is unique up to isomorphism. This results 
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in the field of real algebraic numbers as the real closure 

of rationals. 
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APPENDIX 2 

Connection Between Involutions in ~"S and Seguilinear Forms 
I. ti 

on 

1. The concept of an involution in the associative 

algebra U over a field F is a special case of a more 

general idea, namely that of an antiautomorphism. Any 

antiautomorphism of U can be discussed conveniently 

with the help of an opposite algebra c/ of W . 
_, 

An opposite algebra ~ of U is an algebra over • 

such that there exists a linear one-to-one , onto map 
- I 

(: U -----7 Gl given by c. Co_ 1- ) = ct. c ( A) 1 C (A -t B) = C.. ( A) -t C ( r,) J C(R f3) = C( 5) · C(A) 

_, 
For any W its opposite U is givenQ{the canonical con-

struction.!) 

Any antiautomorphism <1: u -"Li such that Y( P) = r 

can be now factored through the canonical map c : t...l ______,. L/ 

and an isomorphism ~.-a 
c - 1 

rL-1 /.L-' 
l '~ 
ll e 

2. Let a division ring ~ over a field ~ .be given and 

let 6-' : JL ~ tSJ.., be an antiautomorphism in J1 . (Since the 

division ring ~ is an associative algebra over F , the 

previous discussion applies here.) 

l)A. Albert, Structure of Algebras (Providence, R.I.: 
Am. Math. Society, Colloquium Publications, 1961), vol. 24. 
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"' Let ~J1 be a right vector space over J1 . With the 

help of the antiautomorphism t this vector space can be 
I 

considered as a left vector space V over ~ by setting 

Ct \/ := v ~(c:t) for every -"EJL, vc V . One may check that 

b (a.-V) == (QI.r)t-( b) = \.VM~l)«-'-Cb) = V tl~) ~(b))= v <l"'"'( bu.) =- ( b<.t..)V . 

Any bilinear form F; vI ~ v t.f6 I r ( a.. v, I b v2 ) = Q... I( "'J v~) b 

induces a sequilinear form r on v by allowing 

Iii( ) : = f (t'\o..) v., v.;(_ b) = i (o.) F'cv.J vl) b-::: ~'(G. rc ) Y, o. , \/1. b . '.) v, 1 v, b . 

Let then r (r, '\l be a sequilinear form on v~v with 
-I 

respect to the antiautomorphism <f : t.SL ------?UL , and let 

the map dr: y____,y~ be given by o!r., CY) 

The map dr is a sequilinear map from the space V 

into its dual v~ : 

If the form r is nondegenerate (as we continue to assume 

in the sequel) then dr is one-to-one and onto. 

J. If u -=- !''f<.Q. is an algebra of linear transformations 

on the vector space »~ then, by remarks in point 1. 

of this Appendix there exists a canonical opposite 
- I 

algebra U of U , which in this case is isomorphic to the 

algebra of linear transformations ~~~ on the dual 

space '!;~ . Let ( : ['1 fJL M*~ 
C ( A) ,..~ /Lfu I 

(if .f.E: v ~ then A•{::::.{oA for A E- "' 
('1 /t-9., ) . 

With the help of the canonical map C and the map clr 

(which explicitly depends on the form r ) we can construct 

an antiautomorphism d of M~ by the demand of the 

commutativity of the following diagram: 



C (A) v * vy; 

o;' 1 r dr 

y <.-- -- - -----V 
d (A) 
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_, 

where J is the following map: H/...n_, ~A ---7JC A-) -=- clr o A~ o ~r E: 
1'1/& 

The antiautomorphism property is induced in J by the anti­

automorphism property of the canonical map C(A\ =A": CC A- f3) =: G""· A". 

In the case when Q belongs to the center of ~ we have 
- I J ( Q.) =- t- ( <L) • This way we have shown that every nonde-

generate sequilinear form on the space '/~ induces an 

antiautomorphism in the algebra ivl;~· We will show that 

the converse also holds. 

4. Let d ·. I"I/J0 ~Hi&, be an antiautomorphism and 

l.. · H"' -----? .J"'f· " be a canonical antiautomorphism c ( A) = A~ . ILIL llt._,, 

The demand of the commutativity of the following 

diagram 

induces an isomorphism <f : H j~----~ H/m 
where If· c = J 

By the isomorphism theorem2 ) there exists a sequilinear 

transformation 'e ·. v"'---,y (where v~ is considered as a right 

vec tor space v~a_ := tfa.) v with t- being an antiautomorphism 

2 )N. Jac obson, Linear Algebra, Chapter IX, Section II. 
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of the ring JL ) such that J CA) = ceo Ao 'i1
• 

If ~: v• y. Y ~ t.fL is a canonical bilinear form s c {
1 

v) =- {Cvl 

then we can define a form r( '/J x) ::: 5 ( ~t(y)J x) 

space V;~· The form is clearly sequilinear: 

on the 

r (y a..
1 

){b) = S( t{'('f u.l J )(b):::::. s(~((y) S( .:~.l, x) b =- S ( li""o~]C"'-l t.i ' 'I) J x)b=-

The map 6 . Jt-?L.Jl., is an antiautomorphism of ..fls associated 

with the sequilinear map t.e , and b l-O(b) 

is an antiautomorphisrn in JL • 

Moreover , r (y
1 

A):)-= S(l£-' (y)
1 

AY.) = S( .!:...1-'e.-
1
(Y), x) =- S(~'(dc~!ly),)() = r(JU+JyJ 

The nondegeneracy of r implies the existence of a 

unique sequilinear map 9 : V----"'l V , (_f( a. l< ) -=-· c.0" 1
(ct.) ~"' (:<1 

and v,.;2 is a square of an 

inverse of the antiautomorphism w : t.fL ~J2., • With the 

help of 9 one finds out that Q A ci' = J2
( A ) so that J 

is an involution Ct = id . ) iff Q A c/ = A i.e. if ~ is a scalar 

multiplication on the left or equivalently if r (y1 'f)= ~ c.v Crcx.,yJ) 

(~=- :t \) We also get then ~l( ll.) = a which means that <..v 

in an involution in the ring ~ . 

5· The above remarks establish the existence of 

a correspondence between the set of nondegenerate sequi­

linear forms J (~:aJ on the space V/~ and the set of 

involutions l(~~)in the ring of linear transformations 

on this space. 
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Lemma 1 1 The correspondenceJ~ "3 induces a well defined ) 

one-to-one, onto map :( ---?> f[1 , where -v is an equivalence 
1._ '-'!"-

relation given by : r' rv r iff r ' = Ov r . 

Proof: Let ~ ( 'i; "') be another hermitian form defined as 

in point 4 of this Appendix, o.. ~ w '(Q) be a second involution 

and d ·. N_lp----=? NjF' be the involution to which both of those 

forms are associated. If we denote JCtt) as A' then 

l,(y, Ax) ::: I~ ( A 'y 1 x) iff i' (y; Ax ) - r (A'y , x). 

Let y x, r( Y,; v) be the map A= X., l' 'f I 

Then (x, • y,) - y, 'f. X, so that 

~ ( U., 1 [x, • y, J Lr) = r, ( [ )'' • x,] ~.,(_ , 
1 

LJ-) 

= ~~ ( L.! >< , r (y,,Lt)) = r,( u.l )(,) r (y, 1LJ) == l~ (y, rc);,, LL) , tJ) =- "':/(rcx.,L<.)) r(y, tJ) . 

This implies that ~ ( Y-, Y) = r l~, 'f) 5 · 

Also I~ (X ,o~-y) = r, c~,y) w' CoL) :=. r(~, 'f) 3' w 'C oL) = r ( x;'i) w(cl.) S' 

so that L<..)
1 (oi.) -:::: S- l W(oL ) f = GQ(oL) because p is a field, 

This lemma implies that if r.c'l:,v) is a skew hermitian form 

associated with automorphism t:l.--" w 'CJ. )# then CC 1-,y)r is hermitian, 

so that both of them are connected with the same involution. 

It follows that the map 'C( ( (v(') __ _, 

and onto. 

JP(v!) is one-to-one 
fJI.,Ijrv 

6. Cogredience of forms in the set 

One knows that the set 
''-\_ 

~/ ( v;:,; has another equivalence 

relation giVen by the COgredience Of fOrmS I r, "- rl.. iff 

be an involution connected with 1':2 and l with r, . We have a' 
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then: 

r, r 1 Ax) = :; ( J, (A)y,x) 

·I ' \ ( 
• 2. I_ Y 1 .4..'x 1 = ['2. d l- (A)y

1 
x) 

r, (Gy1 Gx) =G. (y
1 

)<) 

which implies that rl (y I Ax ) = I~ (G-y, G- Ax) = r: (G y) '& A&'G-x) :-: 

f: ( y ', &Ac~· ' y. ') == r2 (Jl.(A)yl x) = r,(&J/A)yl x) == ~ (G- J l(A)G--16- y/ Gx) = 

-=: I~( G- J.l( A) G--'---;', x·) = f7 (d 1 (G- A. c;' )y ', x' ) 
and } 1 (G-A&-') = &}2 (A)(7'_ , and J; = e;.- ' o J. o & (where G. is 

an automorphism of !Vj~" induced by G- f Gl (V\ 1 t..IL)} 
,dL.J 

/"" 

so that the cogredience relation in 9(vk) introduces in 

this way a cogredience relation in ·~ -~ I~:J and '],( 1'1jd
1
) <E:?----7) 1 CY;~)/ 

/ ('\... 

Let ], , J1 be cogredient involutions and 5J, (~f ) 
1 

SJ~ ( H"') 

be respective algebras of ] "- symmetric elements. Let 

A f SJ. ~ r--q_J1 ) then /~:- 1(.1\) f sd.l ( ~i /{j~) : ~l ( ~-c.br)) = l&'odt " &o g-\) (A) = 

This way we proved 

Lemma 2: Let 51 . ( M'/ ) i.= 1, 2 be two algebras defined by the 
d l ,.J'JJ, 

COgredient hermit ian formS f1 :. ~ ( G- y I G- x) = f'l. (x1 y ) • 

are isomorphic where isomorphism is given by 

Then S, . 
o L 

There are three kinds of involutions possible in the 

algebra M/.J1 : 
a. J = id (and then SJ (f't~, ~~ ) 

b. J:f io. in M/41 but d/dl.= ,"d . It is the involution of the 

first kind. 

c. d 1 td in Nit nor in JL • It is the involution of the 

second kind. 
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APPENDIX J 

Let the sequilinear form r have the following 

representation in the basis J e~1,~- · of the space v" · 1. j I PiG) . 

,, 
I 

[[~: - ~ 
I S'i 2. p·H- d if I f i l l ~ :Zp 2p 0 

- - - - # r,d =- 0 
if 

\ S L f: 2. f' 
' \.Ulj>, , 0 

·"1 I • , L )t 2pfi 
L I 0 "'·· ""· 

d), 2.p-tl 

1 !; d ~ l r "'' n wc S~d if "' ;;, l, (,- >, 2r* l 

Let 'cl be the involution in M;"' associated with this 
. p(g) 

form. Then if A E ( Nlt(ti) )eL l 
(JC A))e" - (1_, A-t \' )e , 

(Vi/P(&lt( is the representation of M/LJ1 in the basis { ei}1:, 

At is the hermitian conjugate of A with respect to a 

positive definite form on v; ~' ( r; ) .) 
We are going to find out the conditions for the 

matrix ( u. '-~<) = A to be "d- symmetric i.e. to satisf'y A=- d ( t\. ). 

If ( u. : ~ ) is matrix of A then (t "' ') 

of Ai and 

This results in 

( -C\.:l..p+ i- ~ 2.p-ti --C. 

j ( A).ej ::: w.;: Qj ).. P+l · -e 

_L 
ct.-'2.. P*' - <l- e.. 

WR, 

(..:J 

l w~ Clde.. 

(lie~<- ) is the matrix 

if I f {,~1. p I ~ J s <p 

if ~~e~z , "' .>,d >, 2p-t1 

if 1---. ~ ~ :>r1pt I I~ d ~ 1, 

if V1 ">t ...e ,J- ? ; 1.. pt I 



Therefore the condition j (f-..)==- A is equivalent to 

if 

if 

if 

if 

I f_ .{1 i ~ 2 p 
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